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Abstract
Integrated photonics is one of the significant milestones of electro-optics and photonics sci-

ence. This platform contains on-chip optoelectronic devices dealing with controlling and manip-
ulating light in integrated circuits for applications aimed to achieve advantages that outperform
those traditionally tackled by electronics. These ultra-fast and low-power architectures have
drawn broad interest and have led to possible utilization in a wide range of commercial areas and
research fields, including optical communications, optical computation, quantum optics, infor-
mation processing, cryptography, and many others.

In this work, I investigated different new directions and studied how guided-wave optics
configurations can be used for implementing unique optical functionalities. By employing light-
matter interactions in two-dimensional Ti3C2Tx (MXenes family) in the near-infrared range, I
experimentally demonstrated two novel approaches for implementing an all-optical neuron non-
linear activation function in two configurations: 1) a silicon waveguide with MXene flakes over-
layer, and 2) a MXene thin film deposited onto a transparent substrate. These proposed config-
urations can serve as nonlinear units in all-optical implementations of photonic deep structured
learning architectures, in which the nonlinear transfer function can be flexibly designed depend-
ing on the operating wavelength, without modifying the physical structure. Their capability and
feasibility were examined and compared towell-known software-based nonlinear activation func-
tions by conducting classification tasks utilizing two independent deep-learning architectures to
characterize their performances in terms of accuracy. The same technique can be generalized to
implement arbitrary machine-learning tasks.

I designed a practical photonic candidate construction based on integrated building blocks
for an on-chip quantum money scheme as quantum tokens, where the qubits were realized by
utilizing a set of discrete waveguide normal polarized modes. The optimal structures of the
photonic transmitter and receiver were obtained by extensive theoretical analysis of their optical
operation mechanism. In addition, an experimental setup for the optical token prototype was
proposed, using currently available optical communication guided-wave optics devices.
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I experimentally demonstrated the feasibility of polarization state manipulation of guided
linear polarized light by utilizing a unique 3D waveguide structure having a weak refractive
index contrast between the core and the cladding. For such a 90◦ twisted waveguided immersed
inside glass with a rectangular cross-section shape rotated along its length, the polarization state
of the photons gradually changes when the light propagates along the twisted region.

For each study, I presented the fundamental concepts and the approaches required for com-
prehending light-matter interactions incorporated with guided-wave optics. The methods used
to achieve each research objective are summarized, and advanced numerical and experimental
observations are demonstrated and analyzed in this thesis.

Keywords: Integrated Photonics, Guided-Wave Optics, Optical Deep-Learning, MX-
ene, Light-Matter Interactions, Twisted Waveguide, Optical Quantum Money.
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CHAPTER1
Introduction

The 21st century can be considered the century of the elementary excitation of the quantized
electromagnetic (EM) field - the photon. In analogy to electronics, photonics utilizes the ”flow”
of photons in a light beam through a material or engineered structure, instead of the movement
of electrons, for optical processing and computing. Thus, generating, controlling, manipulating,
measuring, and detecting light enables researchers to push state-of-the-art photonics-powered
applications in many fields of science, society, and the economy.

Traditionally, optical waveguides are made from transparent dielectric materials [1] to form a
spatially inhomogeneous structure for guiding EMwaves in the optical spectrum. Naturally, con-
fining, guiding, and passively directing optical EM waves embody light-matter interaction linear
properties [2]. Besides being a key element to light guiding, this allows the construction of var-
ious guided-wave devices that form fundamental building blocks for integrated optical circuits.
In addition, light can be absorbed, scattered, or radiated as it propagates through the waveguide,
which triggers ultra-fast and low-power devices to upgrade the performance of classical optical
waveguides and overcome conventional systems.

Since in the quantum nature of the photons as boson particles, except under extraordinary con-
ditions, they do not interact with each other, controlling light by light usually requires matter -
specifically, nonlinear optical processes. Guided-wave optics manipulation based on light-matter
interaction ranges from numerous well-known optical nonlinear phenomena - such as changing
the material refractive index (RI) described by the Kerr effect [3] or its absorption described by
saturable absorption [4], or over-enhancing light-matter interaction via optical meta-waveguides
using metasurfaces and metamaterials [5] - to hybrid plasmonic structures [6, 7] for field local-
ization and enhancement in plasmonic waveguides.

Guided-wave optics architectures are a comprehensive class of devices capable of controlling
and manipulating light, and can play a role at the crossroads of several disciplines, including
photonics, electronics, physics, mathematics, and materials [8–10]. These involve structural
design and modeling, EM wave propagation computational algorithms, fabrication techniques,
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and photonic building block functionalities [11, 12]. The photonic structures are engineered to
effect optical material properties interacting with light to manipulate particular optical signals by
changing their primary properties, such as intensity, phase, wavelength, propagation direction,
and polarization. Consequently, tailormade optical transfer functions can be assembled.

Here, I take advantage of light-matter interactions incorporated with practical guided-wave
optics configurations. I investigate how they can be used for unique optical application scenarios
via on-chip light manipulating and controlling through its propagation. These include manipu-
lating the propagating light through a dielectric waveguide; designing on-chip quantum money
protocol via guided-wave optics; and demonstrating all-optical neuron nonlinear activation func-
tion (AF) for photonic deep structured learning. I present the key elements of optical EM wave
propagation in dielectric media needed for dealing with light-confinement in advanced guided-
wave optics architecture, and review the theory of three-dimensional (3D) guided-wave optics
uniformly twisted along its longitudinal axis. In addition, the fundamental concepts of a nonlin-
ear optical process are presented to examine how their optical response can be manipulated in
such saturable absorber material. I present the photonic deep structured learning principles re-
quired for understanding the photonics neural networks (NNs) operation mechanism, provide an
overview of the available state-of-the-art optical interference implementations for linear opera-
tion, and investigate the required optical properties to implement the nonlinearity of the photonic
neuron. Finally, I present the outcomes of my work executed in the fields of on-chip polariza-
tion manipulation in the NIR through a twisted waveguide having varying cross-section shape
along the propagation direction of the light [13]; guided-wave optics that enable optical quan-
tum money; and an all-optical realization for a photonic deep structured learning nonlinearity
unit [14].

1.1 Motivation

Multiple essential and exciting issues in the field of guided-wave optics have already been
addressed [15]. However, many other efforts still need to be accomplished to implement it as a
significant part of daily life applications, which may take the place of electronics as the dominant
technology. Therefore, the study and development of novel on-chip architectures to efficiently
manipulate light play an essential role in deploying advanced photonics technologies.

Reviewing the rapidly growing on-chip nanophotonics field, including current novel tech-
nologies and devices with their challenges and future plans [15], led me to proceed to explore
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novel guided-wave optics configurations for unique on-chip applications such as manipulating
the polarization state of light on a chip and a practical photonic implementation of a quantum tech-
nology key scheme. In addition, while investigating an all-optical nanosensor switch engineered
to operate at telecommunication wavelengths caused by the excitation of molecular overtones in
a unique hybrid plasmonic-dielectric configuration [16], I was motivated to expand the research
by investigating an advanced photonics computational approach in which the light is controlled
with waveguides for all-optical computing.

This research activity aims to investigate new directions of novel on-chip configurations for
unique functionalities such as twisted dielectric waveguide architecture, on-chip quantummoney,
and all-optical neuron nonlinear AF. To this end, my research objectives include experimentally
demonstrating the polarization state manipulation of propagating light by employing a twisted
rectangular shape waveguide in glass at commonly used wavelengths in both the NIR and visible
regions; designing a practical photonic implementation of quantum money relying on classical
verification via guided-wave optics; and experimentally investigating new approaches for imple-
menting all-optical nonlinearity in photonics deep structured learning by utilizing light-matter
interaction and nonlinear effects in MXene.

1.2 State of the Art
Light-matter interaction is one of the earliest and simultaneously one of the most lively

research areas. Its scope ranges from classical to quantum-mechanical features, including optical
communication, spectroscopy, biosensing, quantum computing, cryptography, and many others.
In this section, I overview the state-of-the-art in each subject studied.

1.2.1 All-Optical Neural Networks – Advantages and Drawbacks

A significant landmark in the era of big data is the shifting of the emphasis from the manner
in which datasets are collected to processing such data in real time. Hence, two of the mod-
ern challenges that machine learning engineers and data scientists face are computational speed
and energy consumption, which have motivated many researchers to explore and develop light-
based NNs. Artificial deep structured learning is one of the most advancedmethods of improving
computation, inspired by the human brain signal processing. Developing deep structured learn-
ing systems that only rely on light, and that allow training and applying different models could
achieve benefits beyond those possible with traditional electronics-based computing.
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Generally, there are two aspects to integrating artificial NN with photonics. On the one
hand, implementing deep structured learning in electro-optics and photonics applications, and
utilizing the advantages of photonics over traditional microelectronic NN implementation for
machine-learning applications on the other. Many optical applications employ NNs for various
achievements. These include predicting subwavelength nanophotonic device optical response or
obtaining their inverse design [17–21], neuromorphic computing [22], enhanced optical sensing
[23–25], enabled super-resolution imaging [26, 27], and many others. The advances in complex
machine learning tasks demand plenty of computational power, existing computational resources
are beginning to be insufficient.

In resource-constrained environments, NN performance is limited due to their computational
requirements. Therefore, efforts have been increased to develop photonics deep structured learn-
ing architectures and all-optical computing-based NN hardware to improve computational speed
and power efficiency [28]. Integrated photonics presents a phase-stable, miniaturized, and robust
platform to implement complex photonic circuits without being susceptible to EM interference.
Consequently, it is a possible attractive method to realize light-based NNs [29]. Whereas pho-
tonic NN approaches can significantly improve computational speed and simultaneous energy
consumption compared with conventional deep structured learning hardware, several challenges
exist in their ideal realization.

In principle, the fundamental unit of NNs is the neuron, which involves weighting and sum-
mation, followed by the application of nonlinear AF - a vital part of NN’s powerful expression
ability. While realizing all-optical deep structured learning architectures, implementing versions
of the photonic nonlinear transfer function achieved by light-matter interactions is a tremendous
challenge that remains to be addressed. Moreover, the most energy-intensive process in all-
optical NNs implementation is generating the input optical signals that require high-powered
lasers. Therefore, a chip-scale laser for fully integrated photonics needs to be considered [30].
The energy consumption of the active electro-optical modulators also impacts the optical deep
structured learning architecture. In addition, optimizing the weights continuously via backprop-
agation, and utilizing the error based on the calculated output signals, requires updates of the
photonic NN parameters while modifying the optical guided-wave device characteristics [31,
32]. Traditional digital computers still carry out the photonic deep structured learning training
phase. That limits the emulation of the system performances, computing speed, and expansion
of the photonics NN approach to a broad range of computation tasks.

Two chip-scale mechanisms for implementing a fully optically neuron nonlinear AF were
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suggested in this work to address the issue of realizing an all-optical nonlinear transfer func-
tion for photonic NN architectures. These rely on the nonlinear optical response of novel two-
dimensional (2D) material MXene-based devices in the near-infrared (NIR) operating in a broad
spectral range. MXenes, a new series of 2D material, contains a broad category of transition
metal carbides and nitrides (e.g., Ti3C2Tx). These present unique light-matter interactions: ei-
ther nonlinear effects of saturable absorption [33, 34] and two-photon absorption [35] or, under
other conditions, plasmonic features [36, 37]. MXene-based all-optical AF architectures may
play a critical role in deploying deep structured learning technologies and provide new perspec-
tives for implementing other functionalities.

1.2.2 Quantum Money – A Dream or a Technology to be Realized?

As long as money exists, people will try to copy it. Although such activity is illegal, there
is no available payment method in which the ’laws of nature’ prevent a forger from copying
physical banknotes. In general, whatever a bank can do to make the money, a counterfeiter can
act to copy it. This is because the security of current payment methods in the classical world
(e.g., coins and bills or credit cards) rely only on computational assumptions or the fact that it is
not easy to copy the physical medium due to its complex design. As a result, these are potential
and attractive targets for forging and duplicating due to fast technological advancement.

Quantum money (QM) as a quantum token was first introduced by Wiesner [38], circa 1969.
The notion of QM is quite similar to the money used today, with two main advantages: 1) thanks
to the unique quantum principles, it is physically impossible to forge the money, and 2) it is
digitally transferable. Any QM scheme aims to make an unforgeable currency - achieved by
unclonable quantum states. That enables a trusted authority (e.g., the bank) to provide verifiable
cash embedding a sequence of quantum bits (qubits) prepared from a set of different bases, which
an untrusted user cannot copy or increase the amount. On the one hand, having the certainty of
measuring a qubit state in one of the two encoding bases removes any certainty of measuring
a particular state in the other basis and vice versa. That is known as Heisenberg’s uncertainty
principle. On the other hand, the no-cloning theorem states that it is impossible to make an exact
copy of an arbitrary quantum object in an unknown state [39]. Consequently, these mechanisms
establish quantum tokens as one-time passwords [40] for various attractive applications such as
guaranteeing the security of QM, a tokenized signature scheme to produce signed documents,
quantum teleportation, and others.

Despite QM proposal maturity, this milestone protocol has not yet seen the same experimen-
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tal progress compared to more popular research fields, including quantum communication and
quantum computation, due to its lack of realizability which remains a technological challenge.
A practical unforgeable QM scheme suffers from two main drawbacks: 1) long-distance quan-
tum communication between the payment terminals and the bank is required for each validation,
which is limited by the noise and losses of transmitting the quantum states. 2) money has sev-
eral functions, one of which is the storage of value, hence QM requires long-term quantum state
storage devices [41, 42].

In recent years, the experimental interest in QM schemes has increased, with demonstrations
of attacking quantum state-based optical QM schemes and attempting their forgery [43, 44]. Be-
sides particle-like states, the qubits were applied to the most closely resembling classical states,
with proof-of-principle versions of implementing coherent state-based quantum token schemes
[45–47], and appropriate security proofs considering the optimal cloning of such states [48–50].
While in these various refinement schemes of Wiesner’s original work, the challenging quantum
communication was replaced by a classical channel for the verification phase, the primary miss-
ing ingredient for real use cases in QM is to store the qubits states for long periods. By contrast,
some quantum applications, such as tokenized signature schemes, do not necessarily need to be
stored for long periods, thus extending the usage of QM states [51] to another notion called mes-
sage authentication code [52, 53]. Currently, cryptographic tokens are broadly employed as an
additional layer of security. Whereas classical tokens for verifiable signed documents are sensi-
tive to duplication, untrusted parties cannot forge quantum tokens with the additional property
that can allow the holder to obtain a one-use quantum signing token.

Practical and large-scale deployment of quantum optical tokens might require a chip-to-chip
system based on guided-wave optics devices compatible with mass manufacture and easy inte-
gration with current and developing optical and microelectronics technologies. In this work, pho-
tonic candidate construction was presented for preparing and verifying quantum optical tokens
that may allow the usage of QM and quantum signing tokens. The design relies on implement-
ing a qubit utilizing the polarization properties of a set of optical discrete normal modes. The
main advantages are miniaturization, environmental robustness, cost-effective device manufac-
ture, and the possibility of applying the qubits to either quantum states or classical states of an
optical field - which means, among other factors, that these do not require new security proofs.
Advancements in quantum memory may pave the way to using QM as the primary payment
method for future universal transactions.
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1.2.3 On-Chip Polarization Manipulation

Polarization manipulations have always been a concern for demanded functionalities in var-
ious photonic systems due to the building blocks of guided-wave optics exhibiting significant
polarization-dependent. Its scope ranges from optical technologies such as telecommunication
[54] over spectroscopy [55] and sensing [56, 57] to quantum information encoding [58, 59]. To
process polarization-encoded information in photonic integrated circuits, controlling the polar-
ization state of propagating light is necessary and requires combinations of polarization manipu-
lation, polarization isolator, polarization rotator, and more. Though there are many examples of
implementing polarization state manipulation of the light realized in free-space [60–62], utiliz-
ing conventional bulk optical waveplates - on-chip polarization conversion using guided-wave
optics, in general, is nontrivial and remains an open challenge.

Current methods for manipulating the polarization states of light in photonic integrated cir-
cuits can be divided into three classes: 1) Asymmetric cross-section waveguide, where the or-
thogonal polarization modes interfere with one another [63]. This standard method requires
extraordinary fabrication accuracy and is usually wavelength sensitive. 2) Surface plasmon reso-
nance [64]; although these devices can be very small, their performance is severely encumbered
by the absorption of the metal. 3) Mode evolution-based type, where the polarization of the pho-
ton changes as the waveguide geometry is slowly engineered, has broad bandwidth benefits, and
there is no strict requirement on fabrication accuracy [65–67].

Novel 3D waveguide structure geometries, such as twisted waveguides, can have interesting
functionalities for implementing on-chip polarization manipulation. However, the characteriza-
tion of twisted waveguides immersed in optical glass based on weak-guidance approximation
has never been explored and remains to be addressed. This work experimentally investigated the
feasibility of on-chip polarization manipulation via a dielectric rectangular waveguide uniformly
twisting along its longitudinal axis - operating at a desiredwavelength in commonly used bands in
NIR and visible regions. The proposed twisted rectangular waveguide can be further generalized
to realize an almost arbitrary wavelength-dependent waveplate on a chip by modifying its design
parameters [13]. In addition, the twisted waveguide configuration can be found extremely use-
ful as a waveguide polarization rotation for ultra-highspeed optical communication systems [65];
polarization diversity systems which consist of polarization beam splitters and polarization rota-
tors that allow designing and fabrication of functional devices (e.g., filter) for one polarization
state instead of both TE and TMmodes; an integrated polarization-entangled photon-pair source
[68] consists of a 90◦ polarization rotation sandwiched by two buried channel waveguides - gen-
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erates the polarization-encoded quantum state on a chip; and more than 90◦ polarization rotation
is clearly needed for unique photonics applications, i.e., arbitrary linear polarization states are
needed for plenty of polarization-encoded information processing implementations [59]. More-
over, a novel platform of twisted optical elements can be formatted based on this fundamental
building block, including a twisted coupler, a Mach-Zehnder interferometer (MZI) whose arms
are twisted, a twisted beam splitter, a twist ring resonator which becomes to be an optical Möbius
ring, and many other.

1.3 Thesis Outline

This thesis is organized as follows: in the current chapter, I overview each state-of-the-art
on each studied project and give their fundamental principles.

Chapter 2 is dedicated to the theoretical foundations and methods used to explore various
guided-wave optics architectures, which are essential for the following sections. I will begin
by reviewing the EM wave propagation nature in optical waveguides with concepts of guided
mode optics and twisted dielectric waveguides with a rectangular cross-section shape. Before
I discuss the photonic deep structured learning principles, optical saturable absorption behavior
will be introduced. I will elaborate on the photonic NN mechanism of operation, including an
optical interference unit for linear operation and optical nonlinearity unit applications. Finally,
the principles of photonics-based quantum computing are presented based on qubits encoding in
different degrees of freedom of the fundamental particle of light - photon.

In Chapter 3, the previously described methods are applied to design novel devices employ-
ing a combined approach of theoretical analysis, numerical study, and experimental measure-
ments. The main results for each project are presented in this chapter. Unique light-MXene
interactions are explored in two independent configurations, and how their transform functions
could be utilized for nonlinear AF in photonic-based deep structured learning is demonstrated.
In addition, the design and implementation of a photonic chip-to-chip system are presented for
preparing and verifying quantum optical tokens, allowing QM (as a quantum token) to rely on
classical verification, which is also compatible with the scheme for message authentication code.
The remainder of this chapter presents the practical considerations for a novel twisted waveguide
embedded inside glass with a 90◦ twisting angle, along with experimental evidence for manipu-
lating the polarization state of guided linear polarized light.

Chapter 4 summarizes and concludes the thesis. It ends with an outlook on possible future
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research and perspectives in the field of the studied topics in Chapter 5. Finally, the research
activities are presented, where novel guided-wave optics architectures are utilized for efficient
light manipulation on a chip for unique functionalities.



CHAPTER2
Fundamentals

This chapter introduces light propagation foundations and concepts in optical media and
complementary light-matter interactions. The discussion is limited to topics relevant to later
sections. Various photonic systems and their optical mechanisms are reviewed, emphasizing on
guided-wave optics devices since they are of central interest in this thesis. The basic notions
and essential principles of various photonic approaches used in several devices and applications
throughout this work are presented to enable the understanding of key elements at the root of
developing more complex optical procedures.

2.1 Electromagnetic Wave Propagation in Optical
Waveguides

Optical waveguide architectures are categorized according to their geometrical design, mode
field distribution, RI distribution and material platforms. Unique configurations can be engi-
neered to exhibit tailormade properties in different applications, such as optical communication,
high-powered waveguide lasers, sensing, and more. The key element of an optical waveguide is
its designed structure that aims to guide the flow of EM waves in a definite direction, confining
it to a region either inside or close to its surface boundaries.

A dielectric optical waveguide is constructed from the guiding element with a higher RI
medium; the so-called core is embedded between the substrate and cladding with a low RI
medium. Broadly, the waveguide configurations fall into three major classes depending on their
optical confinement direction. The first two classes consist of waveguides in which the light
is confined in one or two transverse directions (a.k.a. 1D and 2D waveguides) - while their RI
distribution is not a function of the light propagation direction. These waveguides can be char-
acterized with a transverse spatially dependent profile of their dielectric function ε(x) such as
slab, or ε(x, y) including rib, buried, and others made of optically isotropic media. The third
class contains waveguides with a RI that vary along the light propagation direction (a.k.a. 3D
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waveguides), assembled by optically anisotropic media or having changed cross-section shape
and size along their propagation direction.

2.1.1 Concepts of Guided Mode Optics

The optical waveguide is the fundamental passive element that interconnects the various
devices of the photonic integrated circuit, in analogy to a metal strip in an electrical integrated
circuit. While the electrical current flows through a metal strip according to Ohm’s law, the
optical waves travel in the optical waveguide in distinct optical modes (i.e., the spatial distribu-
tion of optical energy in one or more dimensions). Moreover, this optical transparent dielectric
structure is a key component of many passive and active complex devices for manipulating and
controlling light in various integrated photonics applications [15, 69].

One can describe the optical modes by geometrical optics (a.k.a. ray optics) approach, re-
lying on the geometrical ray-tracing principles of classical optics. Thus, a light beam that is
coupled into a waveguide is confined in the core, composed of plane waves moving in ”zig-zag”
paths undergoing total internal reflection (TIR) at the interfaces bounding the waveguides [70].
While the plane waves forming each mode travel with the same phase velocity, the angle of re-
flection at the interfaces bounding the waveguides is different for each mode (i.e., the component
of the phase velocity in the propagation direction is different). Namely, each mode is associated
with light rays at a distinct propagation angle. On the other hand, the optical modes can also
be described by wave optics (a.k.a. physical optics) approach, providing a more comprehensive
description [8]. Light propagates as an EM wave along a waveguide as a solution of Maxwell’s
equations using the constitutive relationships under the appropriate boundary conditions at the
interfaces bounding the waveguide. A mode is the discrete solution of the wave equations (de-
rived fromMaxwell’s equations) for an EM field propagating along the waveguide with a distinct
propagation constant β, phase velocity, group velocity, polarization, and spatial field intensity
distribution. Generally, a mode can be characterized by the effective index neff and spatial distri-
bution of the EM field in one dimension or more. Each mode propagates through the waveguide
with a phase velocity of vp = c/neff , where c is the speed of light in vacuum, and neff is the
mode effective index.

Dielectric rectangular and slab waveguides are the most common geometries of waveguides
in optical device applications. A traditional three-layer slab waveguide consists of a guiding
layer (a.k.a. waveguide core) in which the light is confined, sandwiched between a substrate
and a cladding, as depicted in Fig. 1- that consider the light propagation in the z-direction, and
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the inner layer possesses the highest RI, i.e., ncore > nsub ≥ nclad. The solution to the wave
equation in each dielectric region (i.e., the ith layer) under the appropriate boundary conditions
for the waveguide shown in Fig.1 can be deduced by considering two cases: 1) β < k0ni, the
solution has an oscillatory nature, and 2) β > k0ni, the solution decaying exponentially as a
function of the distance in the x-direction from the corresponding core-medium interface [70].
The relation between the propagation constants h =

√
k2

0n
2
i − β2 (transverse, x component of

k), β (longitudinal, z component of k), and k = k0ni are given by k2 = β2+h2. The propagation
constant β belonging to the discrete modem must satisfy the following condition in order to be
guided inside the waveguide:

nclad ≤ nsub < neff = β

k0
< ncore . (2.1)

where the ratio between the propagation constant β and the vacuum propagation constant k0 =
2π
λ defines the mode effective index neff . Although optical waveguides can support various
modes when the corresponding β is in the range as in Eq. (2.1), only discrete values of β are al-
lowed through, satisfying the required boundary conditions at the interfaces bounding the waveg-
uide. These discrete values of β correspond to the various guided modes that can be grouped into
two families: transverse electric (TE) and transverse magnetic (TM) optical modes. In general,
the number of modes that the waveguide can support depends on the physical dimensions of the
waveguiding region, the wavelength, and the spatial RI distribution [15].

The changes in the type of the optical mode describing the spatial distribution of the electric
field as a function of the propagation constant β at a fixed wavelength λ are shown in Fig. 1 -
considering a core possesses the highest RI, and a cladding possesses the lowest RI, i.e., ncore >

nsub > nclad. The nature of the optical modes as a function of β [71] can be divided into the
following four types: 1) For values in the range of β > k0ncore (marked as I in Fig. 1), only a
solution for the electric field with an exponential nature in the x-direction, in all three dielectric
regions, could satisfy the required continuous boundary conditions. This mode is not physically
realizable due to unlimited field increases in substrate and cladding, indicating infinite energy;
2) For values in the range of k0ncore > β > k0nsub (marked as II in Fig. 1), the solution for
the electric field is sinusoidal in the core region but decaying exponentially in both substrate and
cladding. The energy carried by these modes is confined inside the core or close to its surface
boundaries. These modes are named guided modes - as the fundamental modeTE0 and 2nd order
modeTE1 (marked in red in Fig. 1); 3) For values in the range of k0nsub > β > k0nclad (marked
as III in Fig. 1), the solution for the electric field is exponentially decaying in the cladding but
has an oscillatory nature in the core and substrate regions. These kinds of modes are classified as
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substrate radiation modes. The energy lost from the waveguiding region to the substrate as they
propagate - an unwanted characteristic for signal transmission but may be primarily valuable
for coupling applications; 4) For values in the range of k0nclad > β > 0 (marked as IV in
Fig. 1), the solution for the electric field has an oscillatory nature in the x-direction, in all three
dielectric regions, resulting in radiation modes - the energy leaks from the waveguiding region to
both the substrate and cladding regions. Since the lower limit β = k0nsub represents the critical
condition under which the field is dissipated as a radiation mode (i.e., becomes a non-guided
mode), it defines the cutoff condition - a cutoff frequency ωc below which waveguiding cannot
occur (or above a cutoff wavelength λc).

Figure 1 | Diagram of different types of optical modes in a slab waveguide. The modes’
nature as a function of the propagation constant β at some fixed wavelength. The corresponding
electric field distributions E(x), and wavevector diagrams for four types: 1) a mode I (gray)
in the range of neff > ncore is not physically realizable; 2) the modes II (red) in the range of
ncore > neff > nsub are confined modes supported by the waveguide, such as the TE0 and TE1
guided modes; 3) a mode III (blue) in the range of nsub > neff > nclad is a substrate radiation
mode; 4) a mode IV (black) in the range of nclad > neff > 0 is a radiation mode of the waveguide.
The wavevector k (red arrow) indicates the propagation direction of the light.

Although a slab waveguide is employed in various on-chip photonic applications and is possi-
bly considered the basic element of more complex waveguiding structures due to its fundamental
geometry, numerous integrated photonics applications require two-dimensional optical confine-
ment. Rectangular waveguides consist of a core with rectangular or square cross-section shapes
immersed in several dielectric media. Usually, these waveguides contain at least three regions:
the core (a.k.a. guiding layer) in which the light is confined, surrounded by a cladding, and both
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are in contact with a substrate. The RI of the waveguide core ncore is higher than the RI of the
adjacent substrate nsub and cladding nclad (i.e., ncore > nsub ≥ nclad) to satisfy the guiding
condition in Eq. (2.1). The typical geometry of a wire waveguide (a.k.a. ridge waveguide) is
schematically shown in Fig. 2, contains a core with a small index step ∆n = 0.02 between the
core and the substrate; and the guiding layer immersed in the air (or cladding). Both mediums
are in contact with the lithium niobate (LiNbO3) substrate. These waveguides support a discrete
number of guided modes which can be grouped into two families: quasi-TE (a.k.a. TE-like or
Ex

mn) and quasi-TM (a.k.a. TM-like or Ey
mn). A 1D waveguide configuration, such as a slab

waveguide, can support either a pure TE or a pure TM mode. However, pure TE or TM modes
do not exist in the case of 2D waveguide structures [70]. In particular, these waveguides support
modes of two independent polarizations, with either the dominant magnetic (TM-like) or electric
(TE-like) field component along the transverse direction. The dominant TE or TM polarization
fraction is frequently used to label the optical modes for their characterization; otherwise, their
dominant electric field component can be employed -Ey

mn orEx
mn, respectively. The sub-indices

m and n (integers) indicate the number of crossings of each field component with the x-axis and
y-axis inside the core, respectively.

The electric field distributions of the first two order modes supported by the waveguide,
TE00 and TE10, are shown in Fig. 2, along with the electric field profile of each component as
a function of the x- and y- directions. The main field components of the quasi-TE modes are Ex

andHy. In contrast, themain field components of the quasi-TMmodes areEy andHx. The quasi-
TM modes are qualitatively similar to the quasi-TE modes but differ quantitatively. The optical
power corresponding to each mode is confined to the waveguide core. The propagating fields
are confined primarily inside the guiding layer, where the field components have an oscillatory
nature along both x- and y- directions inside the waveguide core. However, the field distributions
also exhibit evanescent tails outside the waveguide core, decaying exponentially with distance
from the core boundaries, as shown in Fig. 2. When the indices of refraction of both media
adjacent to the core are similar (e.g., cladding-core-cladding for the x-direction in Fig. 2), the
field profiles decay at similar rates - and symmetric field distributions are observed considering
the y = 0 plane. Whereas for different indices of refraction (e.g., cladding-core-substrate for the
y-direction in Fig. 2), the modes exhibit non-symmetric field distribution considering the x = 0
plane since the field profiles decay at different rates.

It is important to note that higher effective index modes are more tightly confined to the
waveguide core and characterized by more rapidly decaying evanescent tails. In particular, as
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a distinct optical mode propagates along the waveguide, a portion of the mode penetrates the
medium surrounding the waveguide core. This phenomenon is named evanescent wave (a.k.a.
evanescent field) [15]. The decay of the field profile in the medium surrounding the waveguide
core can be approximated by:

E ∝ e− 2πd
λ

√
n2

eff−n2
i , (2.2)

where E is the electric field amplitude at a distance d from the interface between the core and
adjacent medium, λ is the wavelength of the light, neff is the mode effective index, and ni is
the RI of the adjacent medium. Namely, the amplitude of each field component is exponentially
decaying in the ith medium surrounding the core with exponential decay constants αi. The
penetration depth δp = 1/αi denotes the distance from the adjacent medium-core interface, at
which the intensity of the optical field inside the material decays to e−1 (or about 37%) of its
value at this surface. Hence, the evanescent fields in the waveguide can be evaluated by the
penetration depth δp of the field, which is given by:

δ−1
p = 2π

λ

√
n2

eff − n2
i . (2.3)

The evanescent fields of each optical TE and TM mode are quantitatively different because
of the variance in their mode effective indices. For a small RI step ∆n between the core and
the substrate or cladding (i.e., ∆n/ncore << 1), the TE and TM guided modes having the same
order are almost degenerate - resulting in qualitatively similar evanescent fields. While degen-
erate modes have the same propagation constant value β, they are characterized by different
polarization and other main field components. In general, highly confined modes for particular
waveguide geometry can be achieved with increasing ∆n and vice versa, along with less field
leakage to the substrate and cladding.

In many cases, the wave equation analysis of a rectangular waveguide core immersed in
different dielectrics can be achieved by the scalar wave equation:

∂2E

∂x2 + ∂2E

∂y2 +
[
k2

0n
2(x, y) − β2

]
E = 0 (2.4)

where n(x, y) is the spatial RI distribution of the waveguide structure. Upon appropriate bound-
ary conditions, various analytical approximation methods have been developed to analyze the
transmission characteristics of the waveguide and the field distributions corresponding to its op-
tical modes [1, 8]. However, these approximate methods may not hold for devices having a
variation of the structure along their propagation direction - such as changed cross-section shape
and size; or involve more complex geometric designs, including unique cross-section shapes and
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non-symmetrical geometric shapes as usually employed in integrated photonics applications [72,
73] (e.g., the core is not precisely constructed of rectangular geometry). Therefore, numerical
methods and techniques are required for solving the optical wave propagation for designing novel
photonic devices - as provided by the rigorous treatment of the finite element method (FEM) [1,
70, 74], which gives a clear insight into the essential lightwave transmission mechanism in com-
plex waveguide structures.

Figure 2 | Optical guided modes of typical wire waveguide structure. a, Transverse cross-
sectional view (xy plane) of the waveguide. The waveguide core with cross-section sizes of
3.5 × 7 (µm)2 is immersed in the air. Both mediums are in contact with the LiNbO3 substrate.
b, The electric field distributions and field profiles of the first two order modes supported by
the waveguide: the fundamental (left) and the 2nd order (right) quasi-TE modes at a wave-
length of 1550 nm. The arrow-, contour-, and surface- plots represent the transverse electric
field Ex

mn(x, y). Light is confined in the core and propagates in the z-direction.

2.1.2 Twisted Dielectric Waveguide with Rectangular Cross-Section

Twisting geometries can provide an additional degree of freedom for designing and forming
light propagation characteristics of optical waveguides. In many cases, the transformation op-
tics technique is employed to analyze optical structures of complex geometry, allowing rigorous
modeling and designing of unique guided-wave devices, including both isotropic and anisotropic
twisted waveguide architectures [75, 76]. Following the transformation optics technique, any
modification in the original coordinate system can be described as an equivalent modification in
the media optical parameters represented by the corresponding permittivity ε and the permeabil-
ity µ. In other words, the interpretation of Maxwell’s equations in different coordinate systems
is equivalent to changing the medium parameters in the constitutive relationships.
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Figure 3 | The geometrical structure of a twisted waveguide in a twisted coordinate system.
a, 3D schematic representation of the twisted rectangular waveguide made of transparent glass.
The waveguide core is uniformly twisting along the z-axis with 90◦ twisting angle between the
input and output facets; and is surrounded by a dielectric material with a lower RI. A polarized
incident light illuminates the input facet of the waveguide. The wavevector k indicates the propa-
gation direction of the light. b, The displacement of the physical points in each ”z” cross-section
takes place along x′- and y′- axes. The x′- and y′- axes (green) rotate around the z-axis by a
twisting angle of θt relative to the x- and y- axes (blue) at the input facet of the waveguide.

A 3D twisted guided-wave configuration provides a spatially inhomogeneous structure for
guiding the optical EMwaves in a definite direction. The twisted waveguide can be characterized
by a transverse spatial dependency of its dielectric function distribution which also varies along
the propagation direction of the light. The concept of the twisted waveguide with a uniformly
twisting waveguide core along the z-direction is illustrated in Fig. 3a. Similarly to a typically
buried waveguide geometry, the guiding layer of the twisted waveguide is immersed in a dielec-
tric material - the RI of the waveguide core ncore is higher than the adjacent cladding nclad to
satisfy the guiding condition in Eq. (2.1). In addition, the waveguide core has a modified cross-
section shape in the propagation direction of the light; specifically, the waveguide core with a
rectangular cross-section geometry rotates along its optical axis. The transverse cross-sectional
of the twisted waveguide has a symmetrical geometry. The twisted waveguide is made of a
transparent dielectric material in which the media properties are linear, time-independent, inde-
pendent on the electric E and the magnetic H fields, and lack of free carriers and absorption
(i.e., lossless media). In the case of isotropic media, the material properties can be represented
by the scalars permittivity ε = εrε0 and permeability µ = µrµ0. Here, εr denotes the relative
permittivity, ε0 is the vacuum permittivity, µr denotes the relative permeability, and µ0 is the
vacuum permeability. Since most conventional materials are non-magnetic at optical frequen-
cies, the relative permeability can be assumed to be unit µr = 1, and therefore µ = µ0. The
twisted coordinate system employed to analyze the waveguide geometry is depicted in Fig. 3b,
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where the x′- and y′- axes are rotated around the z-axis by a twisting angle θt with respect to the
x- and y- axes associated with the input facet of the waveguide. The length of the twisted region
of the waveguide required to achieve a certain twisting angle θt is denoted by the twisted length
lt.

In general, in the 3D Euclidean space - the coordinate transformation between the original
Cartesian basis {x, y, z} and the new twisted basis {x′, y′, z′} is related by the inverse of the
Jacobian matrix J−1:

J−1 =


∂x′

∂x
∂x′

∂y
∂x′

∂z
∂y′

∂x
∂y′

∂y
∂y′

∂z
∂z′

∂x
∂z′

∂y
∂z′

∂z

 , (2.5)

Thus, the optical field and the optical properties of the materials in the twisted coordinate
system {x′, y′, z′} can be related to their respective counterparts in the original coordinate system
{x, y, z}. In particular, the relationship between the medium permittivity tensor in the twisted
coordinate system ε′ and the medium permittivity in the original Cartesian coordinates ε is given
by:

ε′ = J−1εJ−T

det(J−1)
, (2.6)

where J−T produces the transpose of J−1. A similar relation holds for the medium permeability
tensor µ′ in the new coordinate system and the medium permeability in the original Cartesian
coordinate system µ. Eq. (2.6) and the corresponding relation for µ′ are known as the material
interpretation of the coordinate transformation - which allows EM phenomena in the transformed
space to be analyzed in real space using the transformation media. In particular, the transforma-
tion optics technique utilizes the fact that in electromagnetism, a modification in the coordinate
system from {x, y, z} to {x′, y′, z′} is equivalent to appropriate changing the material properties
[77]. Hence, transformation optics can be employed to reduce the required dimensionality of
some complex photonic problems - by choosing a coordinate system in which the waveguide ge-
ometry and its material properties become independent of one of the coordinates. The structure
of a twisted dielectric waveguide with a rectangular cross-section shape can be simplified in the
twisted coordinates {x′, y′, z′}[76] - which are related to Cartesian coordinates by:

x′ = x cos(αtz) − y sin(αtz)
y′ = x sin(αtz) + y cos(αtz)
z′ = z

, (2.7)

where αt = 2π/Λt denotes the twisting rate with units of rad/m. The twisting rate defines the
clockwise rotation of the x′- and y′- axes of the twisted coordinate system around the z-axis by
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the twisting angle of θt = −αtz with respect to the x- and y- axes of the original Cartesian
coordinate system. Here, Λt is the twisted length corresponding to a full rotation angle where x′

and y′ axes rotate 360◦ around the z-axis at a distance of z = Λt. Eq. (2.7) shows that all lines
parallel to the z-axis in the twisted coordinate system behave as helices with a pitch distance
equal to Λt in the original Cartesian coordinate system. According to Eq. (2.5, in conjunction
with Eq. (2.7), the inverse of the Jacobian matrix J−1 is given by:

J−1 =


cos(αtz) − sin(αtz) −αt [x sin(αtz) + y cos(αtz)]
sin(αtz) cos(αtz) αt [x cos(αtz) − y sin(αtz)]

0 0 1

 =

=


1 0 −αty

′

0 1 αtx
′

0 0 1




cos(αtz) − sin(αtz) 0
sin(αtz) cos(αtz) 0

0 0 1

 , (2.8)

where det
(
J−1)

= 1. When the material properties of a twisted waveguide are isotropic, they
can be expressed with scalars permittivity ε and permeability µ. Thus, following Eq. (2.6) in
conjunction with Eq. (2.8), the equivalent ε′ in the twisted coordinate system {x′, y′, z} has the
unique representation of the form:

ε′ (
x′, y′, z

)
= ε

(
x′, y′, z

)


1 + α2
ty

′2 −α2
tx

′y′ −αty
′

−α2
tx

′y′ 1 + α2
tx

′2 αtx
′

−αty
′ αtx

′ 1

 . (2.9)

where ε and ε′ denote the corresponding permittivity values expressed in the Cartesian coordinate
system and the twisted coordinate system, respectively. Here, the coordinates {x′, y′, z} indicate
the position in space. As seen fromEq. (2.9), the equivalent permittivity in the twisted coordinate
system ε′ (x′, y′, z) is z-independent in the case the ε (x′, y′, z) can be described as ε (x′, y′).

2.2 Saturable Absorption
A saturable absorber is a material with a nonlinear absorption coefficient that decreases

as the intensity of the applied optical field increases (or exhibits increased transmittance as the
incident light intensity increases). When the intensity of the applied optical field on the saturable
absorber is relatively weak, a photon of larger energy may be absorbed depending on allowed
energy levels, and a carrier is excited from the ground to a higher energy atomic level causing
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the absorption of light. Due to the plenty of ground-state population of absorbent carriers, on the
one hand, the material can still absorb more photons [78]. On the other hand, if the excited-state
lifetime is long enough and the intensity of the applied optical field upon the saturable absorber is
increasing, such that the excited-state carriers are not decaying fast enough to allow reabsorption
(i.e., to participate in the absorption process again); and simultaneously more carriers may be
excited - consequently, these mechanisms can cause the saturation of absorption. In other words,
these mechanisms can increase transmission as the intensity of the incident light increases (i.e.,
nonlinear transmittance), which is attributed to saturable absorption behavior.

In general, considering an instantaneous dielectric response in an isotropic material, the op-
tical response can be characterized by expressing the polarization P (t) (or dipole moment per
unit volume) as a power series in the strength of the applied optical field E(t) which is given by:

P (t) = ε0
(
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + · · ·

)
, (2.10)

where P (t) andE(t) are scalar quantities, ε0 is the vacuum permittivity, χ(1) is the linear suscep-
tibility, and χ(2) and χ(3) are second- and third-order nonlinear optical susceptibilities, respec-
tively [4]. The third-order nonlinearity χ(3) can be associated with the third harmonic generation
process, changes in RI (a.k.a. nonlinear Kerr effect), and nonlinear absorption (i.e., saturable ab-
sorption and multi-photon absorption). The changes in RI and optical absorption depend on the
intensity of the applied optical field. Hence, the complex RI ñ has a representation of the form
[4, 79]:

ñ = n0 + n2I − j
λ

4π
(α0 + α2I) , (2.11)

where I is the intensity of the applied optical field, n0 is the linear RI, n2 is the nonlinear RI
(a.k.a. Kerr coefficient), α0 is the linear absorption coefficient, andα2 is the nonlinear absorption
coefficient. While the n2 can be related to the real part of χ(3), the α2 can be associated with the
complex part of χ(3) by the relations:

n2 = 1
cn2

0ε0

3
4

Re
(
χ(3)

)
, α2 = −ω

c2n2
0ε0

3
2

Im
(
χ(3)

)
. (2.12)

where ω denotes the frequency, and c is the speed of light in vacuum.
Saturable absorption is a phenomenon related to the imaginary part of χ(3) [4, 79] as ex-

pressed in Eq. (2.12), where the material nonlinear absorption coefficient decreases as the in-
tensity of the applied optical field increases. Despite Eq. (2.10), this power series expansion in
some cases does not converge; therefore, other methods to describe different nonlinear optical
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effects are required [4]. Such a case is saturable absorption, which can be defined in terms of an
intensity-dependent absorption coefficient α(I) at a given wavelength by the relation:

α(I) = α0
1 + I/IS

, (2.13)

where α0 is the weak-field absorption coefficient (a.k.a. the linear absorption coefficient), IS

is the saturation intensity, and I = 2nε0c|E|2 is the intensity of the applied optical field E
[4]. The intensity of the incident light at which the absorption coefficient is half of the optical
loss difference (i.e., α = α0/2 ) is defined as the saturation intensity. When the intensity of
the applied optical field is relatively weak I << IS, absorption of more photons occurs by the
saturable absorber resulting in intensity attenuation of the light passing through the material. In
addition, Eq. (2.13) can be expanded in a power series to obtain:

α = α0
[
1 − (I/IS) + (I/IS)2 − (I/IS)3 + · · ·

]
, (2.14)

In principle, most saturable absorbers are imperfect since the saturation of absorption does not
ideally lead the attenuation of the light intensity to zero. Namely, these do not absorb completely
the light passing through the sample, and a portion of the incident light is transmitted through
the material.

α(I) = α0
1 + I/IS

+ αns . (2.15)

where αns is the non-saturation component of the optical absorption [4, 79]. The saturable ab-
sorber property is shown in Fig. 4, along with the various essential parameters. Consider the
normalized intensity is defined as I/IS, and α0d = 0.1. The normalized absorption is defined
as

(
1 − e−αd

)
/

(
1 − e−α0d

)
, since the non-absorbed light after transmitted through a material

sample with a thickness of d is Ie−αd. Fig. 4 demonstrates the intensity dependence of the at-
tenuation of the light passing through a saturable absorber - the absorption coefficient decreases
as the intensity of the applied optical field increases.

Many 2D materials exhibit increased light transmission by increasing the intensity of the ap-
plied optical field via a saturable absorption behavior in the nonlinear regime [79, 80]. Recently,
Ti3CNTx was found to exhibit a nonlinear absorption coefficient (i.e., increased transmittance at
higher light fluences) [33, 81, 82]. Besides, it is reported in Ref. [33] that the saturation fluence
and the modulation depth of Ti3CNTx (MXene) depend on the film thickness.
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Figure 4 | Saturable absorption property. Nonlinear absorption coefficient of a saturable ab-
sorber as a function of normalized intensity of the incident light I/IS. The coefficient α0 denotes
the total optical loss difference, and αns is a non-saturation component of optical loss.

2.3 Photonic Deep Structured Learning Principles

NN approaches play an essential role in artificial intelligence models, widely employed in
a broad range of fields due to their effective capability in the massive data processing. Current
NN hardware systems are still electronics-based and exhibit extensive implementations of dif-
ferent deep structured learning architectures for numerous machine learning computation tasks.
However, computing and data processing capabilities are fundamentally limited by their inte-
gration size and power consumption, along with the approaching limit of Moore’s law - where
exponential behavior of the transistors’ number in a dense integrated circuit is approaching its
physical limitation [83]. Thus, developing the new generation computing method is highly re-
quired despite the present domination of electronic hardware implementations. The utilization of
integrated photonics for NN applications offers a promising alternative approach to conventional
microelectronic implementations, thanks to both computational speed and low energy consump-
tion improvements in deep learning computing tasks. Unlike traditional electronic-based inter-
connects, photonic NNs are constructed by guided-wave optics to execute linear and nonlinear
optical computing. Due to the photon nature as elementary excitation of the EM field, photonic
NNs present an extraordinary potential for parallel processing, allowing multiple computations
simultaneously without being susceptible to EM interferences. Moreover, the manipulations of
light allow performing the calculations simultaneously when the information propagates via the
photonic circuit, decreasing repeated handling of the information and memory usage while im-
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proving speed processing and low latency.

2.3.1 Photonic Neural Network Mechanism of Operation

Fundamentally, an artificial neuron includes a summation of multiple weighted input signals
followed by nonlinear AF. Namely, each neuron in the photonic deep structured learning system
acts as a mathematical operation incorporating linear and nonlinear processes, as shown in Fig.
5. Therefore, the optical realization of photonic deep structured learning system falls into two
significant steps: 1) implementing the linear operation via optical interference unit (OIU), and 2)
introducing the nonlinearity of the network via optical nonlinearity unit (ONLU). For multiple
weightedW (l)

ij input signals n(l−1)
j arriving from the output of neurons in the previous layer with

the addition of a bias b(l)
i , the output of the OIU of the ith neuron n(l)

i in the layer lth, is given by
a linear combination across all the inputs:

XOIU
(l)
i = b

(l)
i +

∑
j

W
(l)
ij n

(l−1)
j , (2.16)

Then, the photonic neuron generates a new optical output signal processing the multiple
optical weighted inputs signalsXOIU

(l)
i through the nonlinear AF. The neuron output is expressed

by:
n

(l)
i = fNL

(
XOIU

(l)
i

)
. (2.17)

In practice, the photonic neuron achieves linear and nonlinear computations via manipulating
and controlling the light by changing its phase and intensity through its propagation through the
designed photonic circuit. The photonic neuron must respond to multiple optical inputs, be able
to apply a nonlinearity to the optical signals, and produce an optical output suitable to drive other
photonic neurons in the subsequent layer.

Figure 5 | Schematic diagram of neuron mechanism of operation. The input optical signals
arrived from neurons in the previous layer are weighted and combined via OIU (XOIU, blue
circle). Then, a nonlinear AF is applied to the summation signal via ONLU (fNL, black rectangle).
Finally, the output is employed as an input for other neurons in the successive layer.
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Once the operation principles of a single photonic neuron are established, a deep structured
learning system can be assembled. The NN system is a collection of photonic neurons arranged
in individual layers. A general deep structured learning architecture that consists of at least one
hidden layer between the input and output layers is shown in Fig. 6 together with its decomposi-
tion into individual layers. The NN system could be defined as a function: f : Rn → Rm, where
n andm (n,m ≥ 1) are the number of neurons in the input and output layers, respectively. The
NN system is characterized by its neural parameters (i.e., weights and AF) and the organization
of neurons for producing an output according to received inputs. Deep structured learning ar-
chitecture contains interconnected neurons that do not form a cycle is called feedforward NN
(FFNN). Specifically, the neurons connect only to different neurons in successive layers, usually
arranged in fully-connected layers. The information is transmitted unidirectionally through the
NN circuit from the input to the output layer. Hence, a matrix multiplication must be executed
to satisfy the multiplication and accumulation implementations before passing through the non-
linearity unit.

Figure 6 | Decomposition of the NN architecture into individual layers. The neurons are em-
bodied in each layer of the system, where several hidden layers (light-blue circles) are placed
between the input layer X (orange circles) and the output layer Y (purple circles). The corre-
sponding layers in the block diagram represent the complete neural architecture.

In general, the NN system learns how to map between input and output in a complex way
by modifying its weights based on previous examples. In particular, all the inputs embody the
information pass forward through the network to compute the output, namely, feeding a training
dataset into the network (so-called forward propagation). Then, the network weights are subse-
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quently optimized using a model error calculated by the difference between the computed output
and the actual dataset labels (so-called backpropagation). In the case of injecting extensive in-
formation simultaneously, the challenge is to distinguish between relevant and irrelevant pieces
of information because not all are equally valuable. Thus, nonlinear AF plays a key role in deep
structured learning by enabling the network to use important information and concurrently sup-
press irrelevant information.

2.3.2 Optical Interference Unit for Linear Operation

The essence of realizing the OIU is to complete the linear operation, namely the matrices
multiplication. Thus, a realistic OIU building block must be implemented as a whole layer in
photonic NN models. X(l)

OIU is carried out through the forward propagation procedure to satisfy
X

(l)
OIU = W (l)Y (l−1), where Y (l−1) represents all the outputs of the previous layer’s neurons.

In practice, the photonic NN building block implementations can be deployed to a large scale to
implement arbitrary deep structured learning dimensions and depth optically.

An OIU can be realized using various integrated photonics architectures to implement matri-
ces multiplication for achieving weighting and summation of input optical signals. These utilize
light propagation in optical waveguides and integrated guided-wave optics devices to manipulate
and control the phase and intensity of the optical signal to complete the linear operation. Due to
their passive functionality nature [84], the linear computation can be carried out without energy
consumption. The physical implementations fall into two major categories: optical modes re-
alization, such as linear operation nanophotonics circuits [85], and multiwavelength realization,
such as parallel weighting of optical carrier signals generated from wavelength-division multi-
plexing using microring resonators weight banks [86]. In particular, the weighted input signals
can be obtained with a mesh of integrated MZIs, each formed of waveguides and 50:50 direc-
tional couplers combined with phase shifters (i.e., applying an electric field on one MZI’s arm
to modify the RI of the waveguide’s material) [87, 88]. Where any unitary transformations can
be implemented with conventional optical beam splitters and phase shifters [89], a rectangular
diagonal matrix can be implemented with optical attenuation achieved by optical intensity mod-
ulator. Coherent monochromatic light from multiple channels propagates paralleled through the
MZIs in which the differential output phase changes and, therefore, the optical signal’s intensity
is adjusted, and the output signals eventually yield the linear computing outcome.

Alternatively, polychromatic light is injected into the waveguide combined with various mi-
croring resonators operating at different wavelengths, acting as filters that form a channel car-
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rying a signal with a specific wavelength. The optical signals are weighted using phase-change
material cells and are summed using a WDM multiplexer [90, 91], and consequently, the linear
operation is completed. Furthermore, an OIU implementation that relies on free-space diffrac-
tive optical systems has already been shown [92, 93] along with implementations in the spectral
domain [94, 95]. When diffraction light interference implements the weighting of the optical
signals, their summation is achieved through combined transmission (or reflections) coefficients
at each point on a given transmissive layer that acts as an individual neuron.

It is worth mentioning that there are other forms of deep structured learning architectures ca-
pable of accomplishing various computing applications, such as convolutional NN (a.k.a. CNN),
recurrent NN (a.k.a. RNN), and others. The mode of operation of CNN is to complete con-
volution operations utilizing its unique hidden layers in addition to the fully-connected layers
in the corresponding FFNN. Different optical accepts proposed to realize CNN [96], including
utilizing diffractive optical elements [97], incorporating integrated photonics reconfigurable lin-
ear processors [98], and combining microring resonator weight bank with wavelength division
multiplexing [99]. On the other hand, RNN contains numerous configurations in which inter-
connections between neurons form a temporal sequence of directed or undirected pathways that
allow its dynamic behavior. It can be realized using a coherent integrated photonics processor
[100] or a diffractive optoelectronic processor [101].

In addition, it needs to be emphasized that both optical free-space and integrated photon-
ics computing architectures should concurrently establish for large-scale deployment of the all-
optical deep structured learning in a broad range of fields. Themain advantages of free-space NN
implementations allow a more straightforward realization of many neurons and a larger comput-
ing scale to examine further complex models and additional optical computing techniques. How-
ever, they have higher requirements for the integrated environment, construct via bulky optical
setups, and are possibly more susceptible to error if the beams are not perfectly aligned. In con-
trast, integrated photonics NN implementations are a miniaturization of the neuron dimensions, a
phase-stable and robust platform to implement complex photonic circuits, higher computational
speed, and stability for the integrated environment without being susceptible to EM interference.

2.3.3 Optical Nonlinearity Unit

Based on the linear operation, NN is limited in its performance and can only deal with simple
problems. The nonlinear AF is the essence of the NN’s powerful expression ability. Namely, it
influences the network’s speed (in terms of data and epochs it needs) and the accuracy of the task
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it performs. Thus, an OIU alone is insufficient for a photonic device to act as a building block in
deep structured learning applications, and some optical nonlinearities must be introduced in the
system. It needs to be emphasized that there is no one best AF for all the NN architectures’ com-
puting tasks. Individual AF may be better in some cases but may be worse in others. Therefore,
different optical AFs (i.e., shape) implementations are required due to the different computing
tasks. ONLU implementation tries to mimic the software-based AFs commonly used in deep
structured learning models by achieving optical transfer functions representing the photonic de-
vice’s nonlinear optical responses. Fig. 7 shows several of the commonly used software-based
AFs such as rectified linear unit (ReLU), exponential linear unit (ELU), hyperbolic tangent (tanh),
and swish function. In general, software-based nonlinear AFs define a nonlinear output to input
relation, which is specified with unitless. In contrast, realistic optical transfer functions repre-
sent the photonic device’s nonlinear responses by output-to-input power relationships. While
the optical transfer functions are specified with arbitrary units (e.g., transmittance), the input and
output power values are in the context of spectral quantities, which are specified with units of
mW/nm (or dBm/nm).

Figure 7 | Different common software-based nonlinear AFs. The nonlinear transfer functions:
ReLu (a), ELU (b), tanh (c), and Swish (d) are represented by input-to-output relationship.

A general photonic deep structured learning system realization diagram is shown in Fig. 8.
The input optical signal is generated via laser, and the optical splitters and optical modulation
are used to encode the information, usually in the intensity of the optical signal. Next, the light
propagating through the optical circuit implements the NN system. After each neuron linear
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operation (i.e., matrixmultiplication), theONLUmust be integrated into each layer. Each layer of
the NN is composed of optical interference and nonlinearity units, representing a building block
in photonic NN. This process repeats for each layer constructed in the photonic deep structured
learningmodel. Eventually, the optical signal is converted to an electrical signal via photoelectric
detectors for future integration with the current microelectronics.

Since there are insufficient implementations for all-optical nonlinear AF, the nonlinear op-
eration hardware is still electronic-based, incorporating photoelectric and electro-optical conver-
sions to execute the required optical nonlinear computing. These lead to higher energy consump-
tion and limit the computational speed of the photonic deep structured learning system. An ideal
all-optical AF must be capable of implementing the nonlinear calculation by manipulating the in-
tensity of the optical signal as the light propagates through the photonics device. With the ability
to produce tailormade AF and simple integration, this configuration can significantly improve
the response and decrease the system’s latency.

Practical photonic devices capable of exhibiting nonlinear transfer functions to implement
advanced optical nonlinear AF mechanisms can be divided into three major categories: 1) elec-
tronics -based devices, 2) utilizing electro-optic effects, and 3) all-optical driven techniques via
light-matter interaction. The mechanism of operation of the electronics-based devices is based
on converting the input optical signal to an electrical signal proportional to the detected inci-
dent optical power. This follows by executing the nonlinear activation via digital computing on
the electronic signal, eventually converting it into an optical signal proportional to the incident
electrical power. The nonlinear activation can be realized with the help of standard electronics
hardware such as the CPU [87, 88], passing a voltage signal through a component that has an
electrical nonlinear transfer function [102], etc. However, these configurations result in slower
computational speed, higher power consumption, and additional noise on both devices and sys-
tem levels. In contrast, optoelectronic-based devices directly apply the application of AF to the
intensity of the optical signal. These rely on controlling the transmission spectrum of the optical
signal through electro-optics effects to achieve nonlinear activation. Accordingly, the manipula-
tion of the light can be obtained by incorporated devices such as an electro-optic intensity mod-
ulator [103, 104], an electro-optic absorption modulator [105], a photodetector employing the
photoelectric effect [101], and a mesh of semiconductor optical amplifier [106, 107]. However,
these configurations are bulky, challenging to integrate, and require electrical and temperature
controls.

The devices based on all-optical driven methods via light-matter interactions are ideal for
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taking advantage of all-optical deep structured learning. The basic principle relies on light-
matter interaction, where the incident light changes the material’s or structure’s optical prop-
erties and consequently influences the transmitted optical power via the photonic device. These
include a theoretical work that presents an all-optical nonlinear AF based on nanophotonic struc-
tures exhibiting induced transparency and reverse saturated absorption [108], realization based
on light-induced quantum interference effect among atomic transitions operating in free-space
[109], semiconductor Fano lasers which have recently been predicted analytically to be realized
as an all-optical nonlinear AF [110], and phase-change materials cell integrated on top of the
waveguides construct a micro-ring resonator [90]. However, these configurations require spe-
cial fabrication techniques for integrating on a chip, are sensitive to the operating wavelength of
the incident light, and have increased conditions for the integrated environment. With the help
of light-MXene interaction, the nonlinear AF can be realized in an all-optical manner employing
the numerous nonlinear optical effects in MXene in different configurations for both free-space
and integrated circuits implementations.

Figure 8 | Schematic diagram of a general photonic deep structured learning system. The
photonic NN comprises OIU and ONLU assembling the NN layers (dashed line box), which
implement the matrix multiplication followed by nonlinearity. The light source, optical splitters,
and modulators form the encoded information carried by the optical signals. Each repeat of the
NN building block (dashed line box) represents a fully connected layer. The optical-to-electrical
conversion is carried out at the end utilizing photodetectors (PD) for further integration.

2.4 Basics of Photonic Quantum Computing

The quantum bit (qubit) is a fundamental element of quantum computing, the basic container
of quantum information in quantum computers. It is the quantum generalization of the classical
bit, the basic unit used to represent classical information in classical computers. In analogy to the
classical bit - whose value is either 0 or 1, the qubit is a quantummechanical systemwhose state is
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defined as a unit vector in the vector spaceC2. Moreover, an orthonormal basis must be selected
to characterize a qubit state in the state space. The most frequently used basis is the standard
basis (a.k.a. computational or x-basis): {|0〉 , |1〉}. Using the bra-ket notation (a.k.a. Dirac’s

notation), |0〉 and |1〉 can be employed to represent the vectors e0 =

 1
0

 and e1 =

 0
1

,
respectively. Hence, the qubit state can be formulated as a linear combination of the selected two
basis states |ψ〉 = a0 |0〉 + a1 |1〉, where a0 and a1 are the complex amplitudes of the quantum
state |ψ〉. Following the relationship of these amplitudes to probabilities (which should sum up
to 1), the state vector needs to satisfy the normalization condition. Namely, the magnitude of
the state vector should be 1, which can be written as 〈ψ|ψ〉 = 1 and consequently equivalent to
|a0|2 + |a1|2 = 1.

In general, the states |0〉 or |1〉 are analogous to the logical 0 and 1 that a bit may hold,
respectively. While a classical bit represents a logical state with one of two possible values - 0 or
1, a qubit can be in a superposition of the two basis states. In other words, a classical bit can be
described as a qubit being in only one state at any time, either |0〉 or |1〉. Although a qubit can be
in a superposition of these two orthogonal states, observation or measurement change the qubit
state. Specifically, it collapses into one of the two orthogonal states [111]. The amplitudes of the
state |ψ〉 comprise information about the probability of the qubit being measured in a particular
state. In particular, given an arbitrary state |ψ〉, this state has exactly |a0|2 probability of being
measured in the state |0〉, and exactly |a1|2 probability of being measured in the state |1〉; by
measuring the qubit state in the basis {|0〉 , |1〉}. Once the qubit is measured, its original quantum
state collapses to the measured state. For instance, if the outcome of measuring a qubit is the
state |1〉, there is a 100% chance of finding the qubit in the state |1〉 in additional measurements.
Namely, the acts of observing or measuring change the state of the qubit, which can be described
by:

|ψ〉 =

 a0

a1

 Measure |1〉−→ |ψ〉 = |1〉 =

 0
1

 . (2.18)

The measurements are usually used when needed to extract an output and are typically placed
at the end of the quantum circuit, either in practical implementations or simulations. A qubit
state can be measured either in the basis in which it is prepared or a different basis can be used
for carrying out the measurement. Another commonly used basis is the Hadamard basis (a.k.a.
z-basis): {|+〉 , |−〉}, where |+〉 = 1√

2(|0〉 + |1〉) and |−〉 = 1√
2(|0〉 − |1〉). Thus, the state

may be expressed as a superposition of these two quantum states and is then written as |ψ〉 =
a0+a1√

2 |+〉 + a0−a1√
2 |−〉.
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Quantum gates are building blocks of quantum circuits that denote unitary operators acting
on one or a small number of qubits, and their operations are reversible [112]. Below, three of
the useful and fundamental quantum logic gates are introduced: the rotation, Hadamard, and Z
gates. The rotation operator gate applies a rotation by θ on a single qubit state about the y-axis
at the Bloch sphere and specified by:

Rθ =

 cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

 , (2.19)

The Hadamard operator acts on a single qubit, usually utilized to create a uniform quantum
superposition state, which maps the basis states |0〉 7→ |0〉+|1〉√

2 and |1〉 7→ |0〉−|1〉√
2 . This operator

is defined by H |0〉 = 1√
2(|0〉 + |1〉) = |+〉 and H |1〉 = 1√

2(|0〉 − |1〉) = |−〉, where:

H = 1√
2

 1 1
1 −1

 . (2.20)

Employing the rotation operation, the Hadamard gate can be represented as Rπ/2Z = H , where
Z is the Pauli Z-gate defined by Z(a0 |0〉+a1 |1〉) = a0 |0〉−a1 |1〉 (i.e., Z-gate leaves the basis
state |0〉 unchanged and maps |1〉 to − |1〉).

The state of a single qubit and operations on it can be visualized geometrically, as depicted
in Fig. 9, by the Bloch sphere (or Poincaré sphere in terms of a single photon polarization state
as a qubit of information). A point on the sphere’s surface characterizes a pure quantum state
|ψ〉 = a0 |↔〉 + ejϕa1 |l〉, where an infinite number of such points are on the unit sphere. In
particular, this visualization tool maps the 2D complex state vector (containing the amplitudes
for the two qubit states) onto real 3D space (a0, a1, ϕ ∈ R). Any point on the unit sphere (r = 1,
the qubit state magnitude is 1) can be interpreted in the context of the polar angle θ and azimuth
angle ϕ. Since the state space is exponential in the number of qubits, visualization of more than
one qubit is more complicated. Namely, a state of N qubits can be in a superposition of 2N

basis states and can be formulated as |ψ〉 = a0 |p00...0〉 + a1 |p00...1〉 + . . .+ a2N −1 |p11...1〉 such
that

∑2N −1
i=0 |ai|2 = 1. Accordingly, a joint state |ψ〉 of N qubits can be represented as a tensor

product of these qubits |ψ〉 = |ψ0〉 ⊗ |ψ1〉 ⊗ . . . |ψN−1〉 = |ψ0ψ1 . . . ψN−1〉.
Qubit states can be encoded utilizing different degrees of freedom of the single particle of

light - photon, such as polarization [113, 114], optical path, transverse spatial field distribution
[115], frequency and time bin [116]. An arbitrary state of a single qubit can be characterized
using a complete orthonormal set of functions. In the case of polarization encoding, these are
constituted of photons prepared in orthogonal polarization states such as horizontal and vertical



32 2 Fundamentals

polarization states. Generally, a photon polarization state can be depicted as a superposition of
two basis states:

|ψ〉 = cos (θ/2) |↔〉 + ejϕ sin (θ/2) |l〉 . (2.21)

where ↔ and l are the horizontal and vertical photon polarization states, respectively. The two
variables express the amplitudes for the two states that the qubit can be: θ, ϕ ∈ R. While ϕ
denotes the relative phase between these states, θ embodies the real amplitudes of the normalized
qubit states in terms of one variable. The corresponding orthogonal state of a certain state is given
by:

∣∣∣ψ⊥
〉

= sin (θ/2) |↔〉 − ejϕ cos (θ/2) |l〉.
In principle, any pair of the orthogonal states |ψ〉 and |ψ⊥〉 can be used for encoding the

logical values 0 and 1. To find the certain qubit state embodied in the polarization state of a
single photon associated with the bit value 0 or 1, the particular states that have been used to
prepare it are required, namely, the two chosen variables ϕ and θ. Moreover, trying to gain the
exact information from this single photon will disturb its polarization state (e.g., measure the
qubit in a different basis), resulting damage the encoded quantum information.

Figure 9 | Geometrical representation of a qubit state as the polarization state of a single
photon. The photon’s polarization state |ψ〉 = a0 |↔〉 + a1 |l〉 is represented by a point on
the sphere surface which can be described as a linear combination of |↔〉 and |l〉 states with
a0 = cos(θ/2) and a1 = ejϕ sin(θ/2).

Any information can be encoded as a sequence that contains combination of 1’s and 0’s. This
encoded information can be protected from forgery, as shown byWiesner [38], by encoding clas-
sical information into quantum conjugate bases utilizing a unique quantum principle. Based on
the no-clone theorem |ψ〉 ⇏ |ψ〉 |ψ〉, there is no procedure able to duplicate an arbitrary quantum
state [39]. Namely, without knowing what particular states have been used (i.e., the encoding
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basis), there is no way to guess with certainty which bit value is associated with the particular
qubit. For example, each of the qubits states |0〉 , |1〉 , |+〉, or |−〉 with equal probabilities can be
used to encode this sequence of classical bits. While the logical 0 can be encoded with one of
the quantum states in each basis {|0〉 , |1〉} and {|+〉 , |−〉}, the logical 1 can be encoded with the
other quantum state in each basis. In contrast to the classical world, the logical value associated
with the bit can easily be measured; when randomly given one of the two pure states, there is no
way of telling which is provided with probability more than 3/4 [117], and therefore, it cannot
be certainly copied. Besides, the security of this quantum scheme is exponential in the number
of qubits N , i.e., there is no way of deterministically distinguishing between all given qubits
associated with the bit values 0 and 1 with a probability more than (3/4)N .

In Wiesner’s original QM (as a quantum token) scheme [38], the bank secretly and securely
chooses a random classical string s(i) in {0, 1,+, }N corresponding to the serial number i, and
stores s(i) in the bank’s database. The bank then generates the quantum state |ψi〉 of N qubits
prepared from conjugate quantum bases chosen from the string s(i) (e.g., if the string is ”1-0+”
the quantum state |ψi〉 will be: |1〉 ⊗ |−〉 ⊗ |0〉 ⊗ |+〉). It then gives the output pair (|ψi〉 , i) (i.e.,
the money state and the serial number) to a bank’s client. Here {|0〉 , |1〉} and {|+〉 , |−〉} are the
standard basis and Hadamard basis, respectively. The bank’s client presents the token by giving
(|ψ〉 , i) back to the bank, which looks for the secret sequence associated with the serial number
i containing the classical description of |ψ〉. Finally, the bank validates or rejects the token after
measuring each of the received qubits in the basis given by the string s(i).

In various extensions to Wiesner’s scheme, the bank’s client can present the token (i.e., by
giving (|ψ〉 , i)) either to the bank or one of a set of vendors (i.e., honest verifiers) based on
classical verification approach. Namely, the verifier who applies quantum measurements on
|ψ〉 communicates with the bank via a classical channel for sharing the classical outcomes to
validate or reject the QM [45]. Moreover, advanced versions of quantum token schemes rely
on computational assumptions [51, 118, 119] in addition to the no-cloning theorem - which can
offer the benefit of using QM without communicating with the bank for token validation.



CHAPTER3
Results and Discussion

In the preceding sections, I presented the principles and fundamental concepts of on-chip
configurations for unique functionalities. The various previously described methods were ap-
plied to design novel devices employing a combined approach of theoretical analysis, numerical
study, and experimental measurements. The main results for each project are presented in this
chapter.

3.1 All-Optical Nonlinear Activation Function for
Photonic Neural Networks via MXene in
Near-Infrared

Though nonlinear AFs were suggested for use in optical NNs, developing ONLU that only
relies on light is a tremendous challenge. Furthermore, they were never implemented with MX-
enes family materials, consisting of a wide range of optical properties for designing photonic
devices. The prospect of an all-optical nonlinear transfer function is extremely interesting for
key technologies of photonic artificial intelligence chips. Thus, inventing a MXene-based appli-
cation that can play a vital role in creating a nonlinear unit is exciting.

In this work, I experimentally demonstrated two approaches for implementing the photonic
neuron nonlinear AF based on light-matter interaction via 2D material Ti3C2Tx in the NIR range
in two configurations: deposited film of a layered material (MXene) onto either a transparent sub-
strate or a photonic waveguide. To this end, I tested 2D MXene using Ti3C2Tx in distilled water
to implement the two proposed configurations and characterize the material’s optical properties.
Two experimental setups operating in a broad spectral range were employed to study the non-
linear response of the fabricated samples. Next, I confirmed the capability and feasibility of the
obtained results in a conventional machine-learning task for classifying the MNIST handwritten
digit database. Finally, the performances of two independent NN architectures were validated by
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focusing on the nonlinear operation functionality formed by the studied photonic devices. Parts
of these research outcomes have been published in Ref. [14], where further details of the fabri-
cation processes of MXene-based devices can be found.

3.1.1 Photonic Deep Neural Network Chip Architecture

A fully connected deep-NN consists of at least one hidden layer between the input and out-
put layers. From the photonic implementation perspective, the optical signals carrying intensity-
encoded information propagate through an optical circuit, in each layer, by involving optical
linear and nonlinear processes. The proposed concept of a fundamental building block for fully
integrated deep structured learning, in which I incorporate the MXene-based nonlinear trans-
fer function, is illustrated in Fig. 10. The zoom-in shows the all-optical neuron nonlinear AF
established on light-MXene interaction, where a rib waveguide is covered with MXene flakes
overlayer. In particular, this chip represents an entire layer in photonic NN architecture. It is
composed of optical interference and nonlinearity units, which execute optical matrix multipli-
cation and introduce nonlinear properties in the network. The optical input signals are launched
into multiple channels and propagate simultaneously via the waveguides. The OIU is responsible
for the linear computing implemented in the mesh of MZIs, each formed of directional couplers
and waveguides combined with phase shifters to control the splitting ratio and the differential
output phase. This way, the output matrix multiplication can be obtained by completing the lin-
ear combination of the inputs arriving from photonic neurons in the preceding building block
unit (i.e., a layer). The signals then pass through the ONLU, in which the optical output intensity
is given by the application of a nonlinear transfer function.

Finally, the optical output signals serve as the input signals to the next building block unit.
In principle, one can optically implement arbitrary deep-NN dimensions and depth considering a
cascade of the proposed photonic NN building block. The neurons connect only to different neu-
rons in successive layers by optical waveguide interconnects. When the photonic NN is trained,
this architecture can perform its task fully optically on a passive system. Hence the computation
of the optical signals will be accomplished without additional energy input at the speed of light
in the material. Since an OIU alone is insufficient for a photonic device to act as a building block
in NN applications, some optical nonlinearities must be introduced. Therefore, an architectural
update is required to integrate the all-optical nonlinear AF with the various current hardware
structures that implement the linear operation stated earlier in section 2.3.2. As seen from Eq.
(2.17), each neuron applies the nonlinear operation on the summation of all the weighted inputs
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from neurons in the previous layer. Thus, the MXene-based nonlinear AF is placed between two
consecutive layers on each output connection.

In order to enhance the computational energy efficiency and concurrently reduce the pro-
cessing time of the photonic neuron, several considerations must be taken in realizing the nonlin-
ear unit. First, the all-optical AF configuration should be satisfied by choosing the appropriate
materials to express a nonlinear optical response as changes in material’s properties for both
free-space and integrated photonics platforms. Once the all-optical configuration has been estab-
lished, proper choice of the physical structure is essential to achieve a nonlinear transfer function
that can be operated according to different wavelengths and does not require thermally or elec-
tronically controlled.

Figure 10 | Photonic NN building block architecture incorporates linear and nonlinear op-
erations. The chip illustrates a general optical implementation of an entire layer via a photonic
circuit (grey rectangle) formed by optical waveguide interconnects (marked blue) and elemental
optical devices. The wavevector k (black arrows) indicates the propagation direction of the light,
where multiple optical input signalsXin (marked red) carry encoded information. The linear op-
eration XOIU = W (l)Xin is implemented in the mesh of MZIs integrated with phase shifters
(pink glowing objects) and directional couplers (curved sections in the waveguides). The focus
is on the ONLU, which realizes an all-optical nonlinear transfer function, fNL
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X
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)
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photonic neuron nonlinear AF is based on light-MXene interaction, constructed by a rib waveg-
uide with a MXene flakes overlayer.

3.1.2 Design and Characterization of MXene-Based Configurations

Two devices were planned to exhibit nonlinear optical responses for demonstrating the con-
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cept of an all-optical nonlinear AF based on MXene. The studied architectures for both optical
free-space and integrated photonics computing approaches are illustrated in Fig. 11. The nonlin-
earity effects in the optical responses can be observed either by the material’s nonlinear optical
properties or by the light-matter interaction within an engineered structure. One possibility to
implement a nonlinear AF optically is utilizing the nonlinear optical effect of saturable absorber
material. Namely, the absorption of the material decreases with an increasing the intensity of the
incident light. It can be achieved via illuminating a thin film ofMXene on top of a BK-7 substrate
by an unpolarized optical EM wave, as shown in Fig. 11a. A further alternative approach is to
utilize a hybrid system consisting of a silicon (Si) waveguide with a MXene flakes overlayer, as
shown in Fig. 11b, in which an unpolarized optical EM wave illuminates the input facet of a rib
waveguide. The interaction with the MXene flakes overlayer occurs through evanescent waves,
which leads to some optical losses within the material on the one hand, and causes the scattering
of light in all directions on the other hand.

The Si rib waveguide supports multiple modes, where higher-order modes have a longer
evanescent field extension into the medium, and concurrently exhibit larger field amplitude at the
interface of the waveguide boundary and the medium. Hence, exciting higher-order modes could
enhance the evanescent field, which leads to an increase in the coupling between the evanescent
waves and the medium. Furthermore, besides the waveguide configuration studied in this work,
various waveguide geometry and other structure possibilities exist where such light-MXene in-
teractions can be employed. It can be seen simply from Eq. (2.2) that lower effective index
modes are more weakly confined to the waveguide and have more slowly decaying evanescent
tails. These improve the sensitivity of the light propagates via the waveguide to the changes in
its boundary conditions. In other words, one can control the enhancement of the evanescent field
by adjusting the effective index modes (i.e., depending on the waveguide size, shape, and RI of
the guiding layer and cladding). For instance, ultra-thin-core single-mode waveguides can be
utilized as an alternative approach to increase the coupling between the evanescent waves and
MXene as found for absorption overtone spectroscopy [72] or another sensing on a chip applica-
tion.

MXenes contain a broad family of 2D materials obtained from carbides and nitrides of tran-
sition metals such as titanium (Ti) [120]. This work utilizes titanium carbide (Ti3C2Tx) to im-
plement the two independent configurations. The material is produced by a selective chemical
etching process of Ti3AlC2 (MAX phase) in a mixture of hydrochloric acid (HCl) and lithium
fluoride (LiF), in which the ”A” element (i.e., Al atoms) is selectively removed [121]. Conse-
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quently, the surface of the carbide layers becomes terminated by -O, -OH, and -F atoms, which
the Tx in the chemical formula represents [122]. The Ti3C2Tx crystal structure that forms the
suggested MXene-based configurations is shown in Fig. 11c. The proposed devices were manu-
factured using two fabrication techniques. In the case of thin-film configuration, as shown in Fig.
11a, the MXene was synthesized by our collaborators [123] to deposit a thin film of a layered
material (Ti3C2Tx). Four thin films with different thicknesses of Ti3C2Tx in a distilled water
solution with a 4.5 mg/ml concentration were spray-coated on BK-7 substrates. In the case of
waveguide with MXene flakes overlayer configuration, as shown in Fig. 11b, dry Ti3C2Tx rocks
were fabricated [124] by our collaborators for future preparation of MXene flakes solution. In
addition, the rib waveguide was fabricated based on a silicon-on-insulator (a.k.a. SOI) wafer, as
detailed in Ref. [125]. The guiding layer contains a Si nanostrip with a thickness of 400 nm on
top of a 2 µm thick Si layer. The substrate is made of silica (SiO2) to satisfy the guiding condi-
tion in Eq. (2.1). Comprehensive details about the MXenes synthesis process and waveguides
fabrication done by our collaborators are present in Ref. [14].

Figure 11 | Geometry and structure of the photonic studied devices based on MXene. a,
Schematic illustration of MXene thin film deposited on BK-7 substrate considering a random
rough surface. The unpolarized incident light is transmitted through the structure. b, Schematic
of the MXene overlayer on a waveguide system: unpolarized incident light illuminates the rib
waveguide facet covered with MXene flakes. The wavevector k (red arrows) indicates the prop-
agation direction of the light. c, Ti3C2Tx crystal structure of a 2D material (MXene) deposited
onto either a transparent substrate or a photonic waveguide.

For deposited MXene onto the photonic rib waveguide, 5 minutes of sonication of 100 mg
dry Ti3C2Tx and 10 ml distilled water in an ultrasonic bath was first performed. Consequently,
a 10 mg/ml concentration of MXene solution was obtained. Afterward, the solution was ready
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to be pipetted off to the top surface of the rib waveguide, as shown in Fig. 11b. This step was
carried out prior to the experiment. Since their native negative surface charge of the MXene
flakes, they form stable colloidal solutions in pure water without additives and surfactants [126].
Accordingly, it is possible to deposit these MXene flakes from distilled water solution (or alter-
natively, other polar solvents such as alcohols). It is worth mentioning that this property is an
essential benefit of MXenes to simplify the implementation of the proposed configuration over
other options such as graphene, carbon nanotube (a.k.a. CNT), metal nanoparticles, and related
2D materials.

During this proof of concept demonstration, the MXene deposition was statistically deter-
mined by a fixed 10 mg/ml concentration associated with the Ti3C2Tx flakes in distilled wa-
ter along with one droplet pipetted off perpendicularly to the top boundary of the waveguide.
Namely, the solution’s mass concentration, the utilized polar solvent, and the dripped position
can provide a tunning of the MXene flakes deposition. In other words, by controlling the extinc-
tion properties of theMXene overlayer on the waveguide, the proposed device could be scaled for
large-scale all-optical NN deployment to provide a desired nonlinearity of the optical response.

To further obtain more statistical characteristics of theMXene-based samples and allow phys-
ical modeling of the studied devices, the fabricated MXene thin films were characterized by
profilometry, spectroscopic ellipsometry, and NIR transmittance to evaluate their thickness, uni-
formity, and linear optical properties. An EM wave propagating through a lossy medium also
experiences attenuation. In such materials, the RI is a complex function ñ, with real part n and
imaginary part κ (a.k.a. extinction coefficient). In order to evaluate the linear optical properties
of independently fabricatedMXene samples with thicknesses ranging from 50 nm to 91 nm, their
optical parameters are required. To this end, the spectral dependence of the RI n(λ) and extinc-
tion coefficient κ(λ) were obtained via spectroscopic ellipsometry (M2000 XI, J. A. Woollam)
measurements from 245 nm to 1690 nm wavelength range.

As can be seen from Fig. 12a-b, the optical parameters are qualitatively similar for all four
samples, but still, there are some quantitative differences depending on the film thickness. The
wavelength dependence of the medium’s optical properties dictates the light’s changes during
interacting with the material. Thus, the complex dielectric function can fully describe the linear
interactions between light and matter. Since most conventional materials are non-magnetic at
optical frequencies (i.e., the relative permeability can be taken for granted to be unity, µr =1),
the complex RI can be related to the complex relative permittivity by:

ε̃r(λ) = ε1(λ) + jε2(λ) = ñ2(λ) = (n(λ) − jκ(λ))2 . (3.1)
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where ε1 and ε2 are the real and imaginary components of the relative permittivity, respectively.
The relative permittivity of a material is expressed as the ratio of the dielectric function and the
vacuum permittivity, given by ε̃r(λ) = ε(λ)/ε0.

Figure 12 | Dispersion relation of MXene thin films. a-b, The RI n (a) and extinction coef-
ficient κ (b) of various Ti3C2Tx thin films as a function of the wavelength. c-d, The spectral
dependence of the complex dielectric permittivity ε̃r(λ), with real ε1 (c) and imaginary ε2 (d)
components of the fabricated thin film of varying thicknesses: 50 nm (solid purple curve), 66 nm
(yellow dash-dotted curve), 72 nm (orange dashed curve), and 91 nm (blue dotted curve). The
horizontal black dashed line in (c) indicates ε1 = 0.

It is observed from Fig. 12c that a dielectric to metallic crossover occurs at wavelengths
larger than 1139 nm. The horizontal black dashed line ε1 = 0 in Fig. 12c highlights each sam-
ple’s crossover wavelength (summarized in Table 3.1). It is embodied in the real component ε1

that becomes negative as the wavelength increases, indicating the onset of free carrier oscilla-
tions [127]. Accordingly, Ti3C2Tx is a plasmonic material at NIR spectra, where either surface
plasmon resonance (SPR) or localized surface plasmon resonance (LSPR) could be excited at the
MXene layered material interface. In addition, the crossover of ε1 from positive to negative val-
ues exhibited film thickness dependence, namely, the wavelength in which ε1 is negative value
increases as the thickness of the film decreases (see Table 3.1). In addition, the imaginary com-
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ponent ε2 for all four samples exhibited a peak at a wavelength longer than 820 nm, as shown
in Fig. 12d. The observed ε2 for the MXene thin films incrementally increased at wavelengths
longer than the resonant wavelength. Despite their quantitative differences, the spectral behavior
of imaginary components of the dielectric functions is qualitatively similar at all four thicknesses.
The changes in the relative permittivity’s real and imaginary components for varyingMXene thin
films could be indicated thickness dependence of the medium’s linear optical properties.

Figure 13 | Surface profile measurements of Ti3C2Tx MXene thin films. The average thick-
ness (marked by the solid black line) and surface roughness of each sample were determined
using a profilometer. Each sample consists of a spray-coated Ti3C2Tx film on a BK-7 substrate
with different thicknesses. The inset of the left subplot indicates the profile scanning direction
for all sample, in which zero height indicates the substrate plane.

Thicknesses of MXene films were measured using a profilometer (Stylus Veeco Dektak-8),
and their surface uniformity was evaluated in terms of roughness, continuous region, and profile
flatness. The nanometer-scale topography measurements of the Ti3C2Tx thin films are shown
in Fig. 13. The step function fitting was deduced from the corresponding line profiles indicat-
ing the films’ average thicknesses of approximately 50 nm, 66 nm, 72 nm, and 91 nm, where
0 height refers to the surface of the BK-7 substrate (i.e., the probe reference point on the sub-
strate plane). As seen from Table 3.1, which summarizes the characterization parameters of the
samples, the surface roughness of the fabricated Ti3C2Tx thin films seems to be increased with
increasing the film thickness, however, there is a quantitative difference for sample 3. The two
thinner samples (1 and 2) exhibit relatively flat surfaces, in contrast to the slop observed from
the two thicker samples (3 and 4), which may indicate the existence of broad valleys across the
thicker samples (i.e., the differential irregularities’ height would be dominant). In addition, all
four samples exhibit smoothly and uniformly covered a considerable length (>0.5 mm) substrate
with no discontinuous regions. The samples were imaged via camera for fine-tuning and align-
ment of the profiler’s probe to scan the samples’ top surface. The profiler’s probe moves across
the sample to determine the surface irregularities’ heights to achieve at least 0.5 mm scanning
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length in either coated or uncoated regions (total scanning length of 2 mm). When the probe ar-
rived at the boundary position between coated and uncoated regions, the topography profile was
characterized by a sharp step height-like function due to the rapid and immediate movement of
the prob (the probe movement and the sample were viewed simultaneously via the profiler’s cam-
era.). From the perspective of experimental measurements, as shown in the following sections,
the random roughness of the spray-coated MXene films does not affect the observed nonlinear
optical transform function since the wavelength of the incident light is much larger (>110-fold
higher) than the sample’s roughness.

Table 3.1 | Characterization parameters of the Ti3C2Tx (MXene) thin films.

Ti3C2Tx Thickness Surface roughness ε1 crossover
Sample (nm) (nm) wavelength (nm)

Sample #1 50 8 1347
Sample #2 66 12 1217
Sample #3 72 10 1210
Sample #4 91 15 1139

Usually, the study of the linear interactions between light and matter involves determining
the solutions toMaxwell’s equations using constitutive relations alongwith appropriate boundary
conditions. The deposited MXene thin film on the transparent substrate can be analyzed using a
typical thin-film structure, as shown in Fig. 14a. The light is incident normally on the MXene
interface from the BK-7 substrate, and part of it is transmitted to the air, which are represented
as semi-infinite mediums. In practice, when the light is very close to normal incidence, the
transmission and reflection coefficients are assumed to be independent of the light’s polarization
based on the Fresnel equations. The dependency of optical linear transmittance on MXene film
thickness can be accomplished with numerical calculations.

The optical response of the MXene thin films was calculated under the excitation of unpolar-
ized light. Each fabricated sample consists of a spray-coated Ti3C2Tx film on a BK-7 substrate
with varying thicknesses. The computational domains for the model considering Mxene film
with a rough surface are depicted in Fig. 14b. The optical wave is launched from the interior
port toward the MXene interface. While part of the light is transmitted, other parts are reflected
and absorbed by the lossy material. A short segment of the studied structure might be repre-
sented when periodic boundary conditions (PBC) are introduced. Since perfectly matched layers
(PML) absorb any fields incident upon them, all transmitted light through the MXene sample
can be absorbed, avoiding light reflected back and forth.Finally, an additional boundary (purple
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line in Fig 14b) can be introduced to monitor each sample’s transmittance spectra.

Figure 14 | Schematic diagram and model of MXene films. a, The theoretical model for de-
positing a film of a layered material (MXene) onto a transparent substrate. b, The computational
domains of MXene rough film (dark red medium) on BK-7 (light blue medium) and air (white
medium) which are used for calculations. Polychromatic light is launched from the interior port
toward the MXene interface and absorbed in the perfectly matched layer (PML). Periodic bound-
ary conditions (PBC, orange lines). The wavevector k (red arrows) indicates the propagation
direction of the light.

The numerically calculated transmittance spectra for all four samples are shown in Fig. 15a,
along with the experimentally obtained output transmittance spectra (see experiment setup de-
tailed in section 3.1.3). The numerical results are in good agreement with the experimental values
with a total relative error of 1.27 %. The optical models are qualitatively similar at all four thick-
nesses, though there are some quantitative differences for the two thicker samples (3 and 4) at
shorter wavelengths (<1000 nm). These minor changes can be explained by: 1) The accuracy of
the numerical modeling is embodied in the precision of the MXene film optical parameters mea-
sured with a spectroscopic ellipsometer, in which a phase delay associated with both the physical
thickness and the RI could occur as the film thickness increases. 2) Since a thicker uniform layer
is more challenging to obtain using a spray-coated technique, resulting in higher surface rough-
ness, which can have a more dominant effect on the transmitted light at shorter wavelengths λ
of the incident light.

It is observed from Fig. 15a that both experimentally measured and numerically calculated
optical linear transmittance decreases as the MXene film thickness increases. In their optical
spectral transmittance, the Ti3C2Tx thin films exhibited a broad peak around ∼1100 nm. These
can be associated with the well-pronounced dips in the calculated imaginary components ε2

(Fig. 12d), obtained from measured complex RI ñ using a spectroscopic ellipsometer. Moreover,
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at longer wavelengths λ, the material’s losses increase as the wavelength values increase (i.e.,
ε2 gradually increases) for all four samples, resulting in decreasing transmitted light through
the films. This behavior could validate the metallic properties of MXene in this spectral range
because the real component ε1 of MXene thin films is negative at corresponding wavelengths.
On the one hand, with decreasing film thickness values, the MXene thin film exhibits lower
optical losses, leading to increased light transmission (Fig. 15). On the other hand, ε1 in thicker
films reaches negative values at shorter wavelengths λ (Fig. 12c). These indicate that the linear
optical properties of MXene exhibit film thickness dependence.

The dependency of optical linear transmittance on MXene film thickness at a wavelength of
1180 nm is shown in Fig. 15b. While linear optical transmittance of−3.69 dBwas observed for a
50 nm thick Ti3C2Tx film, it decreased by −5.73 dB when the light was propagating in a 91 nm
thick film. The experimental measurements show good correspondence with the numerically
calculated results in which the optical linear transmittance of Ti3C2Tx films varies with film
thickness, exhibiting an exponential-like decrease with an increase in film thickness. Following
this behavior, a good estimate to characterize the attenuation of light propagating in the material
as related to the linear transmittance may be expressed based approximately on the Beer-Lambert
dependence of transmittance on thickness. Namely, an intensity I of light will decrease to Ie−α0d

as the light travels through a material sample with a thickness of d, giving the relation between
the linear transmittance T and absorbance A as A = α0d = − ln(T ). The logarithm of the
transmittance at 1180 nm versus MXene film thickness is shown in Fig. 15c. A linear fit (solid
blue curve) of the measured data expected from the Beer-Lambert law achieved a slope of 1.36×
10−2 nm−1, with an intercept of −0.239 and a relative error of 3.81%. While the obtained slope
can be associated with the absorption coefficient α0 = 1.36 × 105 cm−1, the intercept may
be related to the total reflectance of the deposited MXene thin film. The approximated slope
compares well with the absorption coefficient of 1.52 × 105 cm−1 calculated from ellipsometry
measurement by its connection to the imaginary component of the RI as α0(λ) = 4πκ(λ)/λ.

Both the numerical simulations and the experimental measurements exhibit the dependency
of MXene transmittance on the thickness, as expected from spectroscopic ellipsometry measure-
ments. This can be associated with the changes in both real and imaginary components of the rela-
tive permittivity for varyingMXene thin films (as shown in Fig 12), which indicates the thickness
dependence of the MXene’s linear optical properties. Hence, the obtained optical transmittance
of the Ti3C2Tx MXene films supports their optical parameters and thickness. For comparison,
the logarithm of the transmittance at 1180 nm versus MXene film thickness without considering
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the dispersion relation dependence of MXene film thickness is also depicted in Fig. 15c (black
dashed curve). Namely, modeling only changes in the film thickness without taking into account
the different obtained complex RI dispersion relations of the various films provided by a spec-
troscopic ellipsometer. Consequently, there is a quantitative difference in the transmittance for
all samples between the numerical and experimental results. In contrast, the calculated results
show good correspondence with the experimental computed values in the dispersion relation de-
pendence of MXene films (solid blue curve). Since the transmittance increases as MXene film
thickness decreases, a thinner film is more suitable to serve as an optical AF for photonics deep
structured learning architectures.

Figure 15 | NIR transmittance spectra of MXene thin films. a, Experimentally obtained and
numerically calculated spectral transmittance for Ti3C2Tx thin filmswith various thicknesses (top
to bottom) 50 nm, 66 nm, 72 nm, and 91 nm. b, Dependence of transmittance on MXene film
thickness of the numerical (orange) and experimental (blue) results at a wavelength of 1180 nm.
c, The logarithm of transmittance vs. film thickness of MXene thin films (blue dots) and linear
fit to the data using the derived thickness (solid blue curve). The dashed black curve indicates
the numerical − log10(T ) values with thickness-independent permittivity.

Maxwell’s equations were solved numerically to understand better the light-matter interac-
tion in the cases of evanescent excitation. The 3D simulations were carried out utilizing the
COMSOL Multiphysics platform in the wave optics module based on the finite element analy-
sis method. As shown in Fig. 16a, numerical evidence of the MXeme-light interactions can be
achieved via modeling unpolarized optical EM wave that incident upon the input facet of the Si
rib waveguide covered with MXene material. The interaction between the optical evanescent
waves and MXene flakes overlayer leads to optical losses within the material due to its absorp-
tion. It simultaneously leads to scattering light in all directions. While the optical modes travel
without disturbance through the waveguide without the presence of the MXene flakes overlayer,
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the total broadband optical transmittance of the device is defined primarily by the power losses
within the interaction length.

Figure 16 | The modeled geometry of MXene nanodisks on the silicon substrate. a, The
electric field distribution of the optical mode propagating in the waveguide at the input and
output planes, and the scattered field when interacting with MXene nanodisks (middle plane),
considering the light propagating along the z-direction, with evanescent field components in the
y-direction extending into the sample medium. b, The computational domains of a unit cell con-
sidered in the simulation include two MXene nanodisks (red media) embedded in water (light
blue medium); placed on top of a silicon surface (grey medium). c, Schematic cross-sectional top
view of the numerical model with perfectly matched layers (PML, yellow domains) for setting
up the model’s EM interface to obtain the total field with the MXene nanodisks present. The
wavevector k (red arrow) indicates the propagation direction of the light.

To further numerically explore the hybrid system consisting of a MXene overlayer on the top
waveguide’s surface, a unit cell of the configuration was simulated, which formed two MXene
flakes atop a Si surface illuminated by the evanescent waves of the studied rib waveguide. The
3D computational domains of the MXene-based system, as shown in Fig. 16b, is composed of
two MXene nanodisks embedded in distilled water on top of a Si surface. The dimensions of
the Ti3C2Tx nanodisks were evaluated from scanning electron microscopy (SEM) images of the
fabricatedMXene flakes atop the rib waveguide, obtained by our collaborators [14]. TheMXene
nanodisks thickness was fixed to 10 nm with a radius of 0.25 µm, and separated by 15 nm. The
material’s complex dielectric function can entirely define the material optical properties in the
simulations. While the empirical dispersion relations of Si [128] and SiO2 [129] were taken
from the available RI database, the complex dielectric function of MXene was estimated by the
measured RI distribution via the spectroscopic ellipsometer (as shown in Fig. 12). Since the
MXene nanodisks’ thickness is smaller than the thinnest sample in the dispersion measurements,
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the device was calibrated by measuring known transmittance spectra for the lowest input power
and comparing it to the calculated spectral extinction properties. To this end, modifications were
implemented to distributions of n and κ of the complex RI for the MXene nanodisks. As can
be seen from Fig. 12, the optical parameters are qualitatively similar for all four samples, but
still, there are some quantitative differences depending on the film thickness. Therefore, fine-
tuning multiplication factors of both real and imaginary parts of the thinnest MXene sample was
performed. Namely, in this case, the obtained optimal factors are ñoptimal = 1.06 · n− 0.9 · jκ.

The top cross-sectional view of the numerical unit cell model is shown in Fig. 16c. As de-
tailed below, the simulation first computes a background field and then uses that to arrive at the
total field with the MXene nanodisks present by using two EM interfaces in which the PBCs
and PMLs are used separately. The incident wave is first entered as a background electric field,
where the optical field propagates along the waveguide core (z-direction), with evanescent field
components in the y-direction without the presence of MXene nanodisks. The full-field solu-
tion can be achieved with a first EM model interface that surrounds the geometry with periodic
boundaries. The PBCs on parallel geometry boundaries were meshed identically to ensure the
accuracy of the calculated results [130]. Then, the perturbation to the total optical field caused
by the localized MXene nanodisks can be calculated considering the optical background field.
To this end, an additional EM model interface introduced the MXene nanodisks (red circles) and
covered the geometry with PMLs (yellow domains in Fig. 16c) [130]. The PMLs were used
only to absorb the scattered field, utilizing a swept mesh with eight elements across each PML
domain to ensure the accuracy of the calculated results.

The extinction properties of the MXene overlayer on the waveguide include both absorp-
tion and light scattering contributions. While the scattering cross-section σsc can be calculated
by integrating the scattered intensity over the MXene nanodisks’ closed surface, the absorption
cross-section σabs can be calculated by volumetric integration of the power loss density over
their volume. The extinction cross-section σExt is the sum of the absorption and scattering cross-
sections and is defined as:

σExt = σsc + σabs = 1
I0

∫∫
(n · Ssc) dS + 1

I0

∫∫∫
PlossdV (3.2)

where I0 is the incident intensity, n is the normal vector pointing outward from the nanodisks, S
is the scattered Poynting vector, and Ploss is the power loss density in the MXene nanodisks. The
amount of the total optical field’s power loss can be defined as: Ploss = 1

2ω Im(ε)|E|2, where ω
is the angular frequency of the light.
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Figure 17 | Numerical results of MXene nanodisks on a substrate. a, Calculated results of
extinction cross-section spectra for MXene nanodisks atop a silicon waveguide for several elec-
tric field intensities. b, Normalized power loss density Ploss in a horizontal slice through the
MXene nanodisks (the silicon-water interface) of diameter 500 nm with 10 nm height at lower
(1020 nm) and longer (1560 nm) wavelengths resonances. c,Dependence of the extinction cross-
section σExt on the incident electric field intensity at a wavelength of 1560 nm.

The numerically calculated extinction cross-section of the MXene nanodisks on the Si sub-
strate while experiencing different optical field intensities (I = 2ε0c|E|2) are shown in Fig.
17a. The obtained spectral profiles exhibit a well-pronounced spectral signature with two peaks
around 1020 nm and a broader one around 1560 nm. These peaks can be associated with op-
tical losses of the optical field due to plasmonic excitation of the MXene nanodisks on the Si
surface. Both transversal and longitudinal surface plasmons have been evidenced in these wave-
length ranges for MXene nanodisks with the same dimensions [131]. Where the free carrier
oscillations in MXene thin film are more practicable at longer wavelengths (as evidenced from
dielectric to metallic crossover, Fig. 12c). The power loss density associated with the MXene
nanodisks at the Si-water interface for the resonance wavelengths 1020 nm and 1560 nm is de-
picted in Fig. 17b. Most of the optical losses occur near the outer edges of the MXene flakes’
surface, and additional optical losses can be observed near the surface between the MXene par-
ticles at a wavelength of 1560 nm. The extinction cross-section at a wavelength of 1560 nm
was derived from the calculated spectral results to assess the applied optical field intensity de-
pendence in the proposed hybrid system response, as shown in Fig. 17c for varying optical field
intensities from 1.1 mW/cm2 to 9.2 mW/cm2. Through its optical mechanism of operation, an
enhancement of the extinction properties of the photonic structure is obtained as the incident op-
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tical field intensity increases. The optical power of the incoming EM radiation associated with
the photon flux quadratically depends on the applied optical electric field. Therefore, a covered
Si waveguide with MXene flakes overlayer may open the opportunity to implement a passive
all-optical AF based on decreasing the transmission of light through the waveguide as the input
intensity increases due to increasing the optical losses on its top boundary.

3.1.3 Experimental Demonstration of the Photonic Nonlinear
Activation Functions

The MXene-based configurations were fabricated following the two designs previously dis-
cussed (Fig. 11), and the nonlinearity in their optical response when experiencing different op-
tical intensities was measured by employing two independent experimental setups operating in
a broad spectral range. The optical systems were constructed in a cleanroom environment at
the ’Light-on-a-Chip’ group, providing a controlled environment that minimizes the amount of
background light to which the samples are exposed. A supercontinuum white light laser (SuperK
EXTREME EXW12, NKT Photonics) was used as the optical source in both experimental se-
tups, allowing simultaneous wavelength and intensity interrogation. This light source provides
a broad spectral bandwidth from 460 nm to 2400 nm with a total output power of 4.5 W, in
which the laser output emission level can be adjusted. The collimated and coherent beam emit-
ted from the laser was focused onto a SM fiber facet (P11550AFC, Thorlabs) using an achromat
MO (RMS10X, Olympus) to achieve more flexibility when adjusting the incident light onto the
samples. With the photonic devices experiencing varying laser intensities, the corresponding
spectral transmittance was recorded using an OSA (AQ6370D, Yokogawa).

The differential transmittance was obtained for an accurate and full representation of the
MXene-light interactions that contribute to the studied architecture’s internal transmittance. For
the spectral transmittance of both configurations, the power of the transmitted optical field when
the MXene is present on either a BK-7 substrate or an optical rib waveguide was first measured.
As reference measurements, the transmitted light without the MXene presence was collected. In
particular, the differential transmittance is given by:

T (λ, I) = |TMXene (λ, I)|2

|TBG (λ, I)|2
(3.3)

where |TMXene|2 is the spectral transmittance in two cases: 1) when unpolarized light is coupled to a
ribwaveguidewith Ti3C2TxMXene flakes overlayer, or 2) when unpolarized light illuminates the
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glass supported Ti3C2Tx MXene thin film. On the other hand, |TBG|2 is the transmittance spectra
collected from either a blank reference waveguide or a transparent reference substrate. For each
case, several measurements were performed when gradually adjusting the applied optical field
intensity I .

Figure 18 | Rendered illustration of the experimental setup for silicon waveguide with MX-
ene flakes overlayer configuration. Polychromatic and unpolarized light from a single-mode
fiber (SMF) is coupled to the rib waveguide (WG), whereas Ti3C2Tx flakes solution is placed on
the Si waveguide. The output facet of the waveguide is butt-coupled to multimode fiber (MMF),
and the transmitted light is measured using a spectrum analyzer. The black arrows indicate the
propagation direction of the light.

The MXene layered material was incorporated into an integrated photonic device. In order
to test the photonic waveguide with MXene flakes overlayer configuration, an inline measure-
ment optical system was used, providing broad spectral coverage. The rendered illustration of
the inline experimental setup for the deposited MXene onto the photonic rib waveguide is shown
in Fig. 18. Incident unpolarized light (400-2400 nm) from the SM fiber hits the input facet of the
waveguide. The direct butt-coupling method was used to couple the polychromatic light from a
SM fiber into the Si waveguide and then from the optical waveguide into a MM fiber. A 4-axis
stage with a waveguide mount was placed between two 3-axis piezoelectric stages with a fiber
holder to optimize the coupling efficiency in the alignment of the input and output fibers. In
particular, this type of waveguide positioning allows flexibility for precisely adjusting the core
axes of the photonic waveguide and both input and output fibers. The waveguide and fibers
were imaged in the top view for accurate inspection and characterization via a camera (Axiocam,
ZEISS) whose axis pointed perpendicularly using a stereo microscope (Stemi SV 6, ZEISS). The
photonic waveguide was covered with MXene flakes solution prepared prior to the experiment,
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as previously stated in section 3.1.2. One drop of 2 µl Ti3C2Tx solution was pipetted off per-
pendicularly to the top surface of the rib waveguide. The optical output field was collected via a
MM fiber and the spectral transmittance was recorded using an OSA for different incident optical
intensities.

The experimentally obtained output transmittance spectra via direct butt coupling of MM
fiber and a rib waveguide covered with MXene flakes overlayer while experiencing different
input optical powers are shown in Fig. 19a. While the measurement values related to the lowest
input power (for 6% signal) are shown in Fig. 19b, the optical responses are plotted with a step of
-15dB between each other for better spectral analysis. Well-pronounced spectral signatures are
obtained in the transmittance spectra: a relative minor dip around 980 (FWHM ∼70 nm) with a
depth of -11 dB, a dip around 1180 nm (FWHM ∼130 nm) with a depth of -25 dB followed by a
broad shoulder (FWHM ∼200 nm), and a dip around 1490 nm (FWHM ∼220 nm) with a depth
of -20 dB. These dips can be associated with the optical losses of the EMwave passes through the
waveguide due to plasmonic excitation of the MXene flakes on the Si surface. In addition, the
nanoscale flakes of MXene can exhibit a nano-antenna effect resulting in resonances appearing
in transmittance spectra. Moreover, plasmonic excitations effect in MXene flakes can be arises
from a plasmon-induced increase in the ground state absorption at photon energies above the
threshold for free carrier oscillations [33].

The dip in transmittance spectra around 1490 nm can be associated with the first overtone
excitation of -OH functional group out-of-plane vibrations of MXene [132]. The first principle
calculation [133] verifies the fundamental vibration related to this overtone. The dip in the trans-
mittance spectra around 980 nm can be explained by the MXene dispersion as measured with
the spectroscopic ellipsometer. In particular, the peak in the imaginary component ε2 (shown in
Fig. 12d) can be related to high optical losses of MXene flakes covering the waveguide surface
resulting in the dip appearing in the transmittance spectra. These two dips correspond to the ob-
served two peaks in the simulated absorption cross-section (the dashed purple curve in Fig. 19a)
of MXene nanodisks of diameter 500 nm with 10 nm height (detailed in the preceding section).
The interaction of the light with MXene is not direct illumination, but it occurs when the optical
EM wave propagates through the Si waveguide resulting in the absorption peaks behavior and
corresponding resonances appearing in transmittance spectra. The dip in the transmittance spec-
tra around 1180 nm can be associated with the waveguide shifted overtone vibration of MXene
flakes overlayer assigned to the OH/H2O native oxide layer on the waveguide surface or with
plasmonic excitation because the real part of the permittivity of MXene becomes negative in
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this wavelength range, satisfying the condition ε1 < 0 for the measured dispersion spectra ε(λ)
(shown in Fig. 12a). In addition, plasmonic excitations have been evidenced in MXene nan-
odisks in the NIR spectral region with a similar aspect ratio (as shown in Ref. [131]), exhibiting
a broad plasmon resonance peak around 1200 nm.

The total transmittance is defined fundamentally by the power losses within the interaction
length of the MXene-waveguide hybrid system. Following this behavior, a good estimate to
characterize the transmittance of light propagating through the Si waveguide covered with MX-
ene flakes overlayer may be expressed as a function of the wavelength based on the composite
plasmonic waveguide as obtained in Ref. [134] and has the representation of the form:

T (λ) =

∣∣∣∣∣∣
∑

γ1=m

Cγ1 · e−jαγ1L

∣∣∣∣∣∣
2

(3.4)

where Cγ1 = (Iγ0,γ1 + Iγ1,γ0)2 / (4Iγ0,γ0Iγ1,γ1) , L is the interaction length, αγ1 is an attenua-
tion coefficient of modem in a region covered with MXene flakes, γ0 are the guided modes in
blank dielectric waveguide, and γ1 are the guided modes influenced by the MXene flakes over-
layer. The experimentally obtained transmittance as a function of the wavelength for the lowest
input power (6%) is shown in Fig. 19b, together with the corresponding fitting curve according
to Eq. (3.4). Considering the first eight modes supported by the waveguide m = 0, 1, . . . , 8,
the transmittance fitting was calculated in the wavelength range from 1260 nm to 1600 nm. The
experimental results show good correspondence with the theoretically computed values with a
total relative error of 2.34%.

The normalized measured transmittance (for all the signals, relative to the maximal obtained
measured value) as a function of both wavelength and input power is shown in Fig. 19c, high-
lighting the studied system’s possible optical transfer functions. The Si waveguide covered with
MXene flakes overlayer configuration exhibit a broad spectral optical response to the incident
light power appearing in a wavelength region in telecom bands which are commonly used in
optical communication devices. Each spectral window is highlighted in transparent boxes: orig-
inal (O-band), extended (E-band), short wavelengths (S-band), conventional (C-band), and long
wavelengths (L-band). For the MXene-waveguide configuration, quadratic fitting was used due
to the nonlinear operation acting on the optical intensity, which is directly related to the electric
field amplitude with squaring proportionality. In other words, the incident optical field intensity
associated with the photon flux is quadratically dependent on the applied optical electric field
(i.e., I = 2ε0c|E|2). The experimentally measured nonlinear transmittance responses and the
corresponding calculated fitted curves at various operating wavelengths are shown in Fig. 19d
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for the O-band (1310 nm, orange curve), E-band (1360 nm red curve), and C-band (1550 nm,
purple).

Figure 19 | Experimental results of a silicon waveguide with MXene flakes overlayer. a,
The measured transmittance spectra from silicon rib waveguide covered with MXene flakes for
different input power varying from 6% to 96% (from top to bottom). The measurement values
related to the lowest input power are shown in subplot (b), and the others are plotted with a step
of -15dB. The simulated absorption cross-section spectra σabs(λ) of the MXene nanodisks atop
a silicon waveguide is indicated by the purple dashed curve. b, The experimentally obtained
transmittance (blue curve) as a function of the wavelength for the lowest input power (6%) and
the corresponding fitting according to Eq. (3.4) (dashed orange curve). c, Zoom-in of the nor-
malized measured transmittance (relative to the maximum obtained measured value) dependence
on the wavelength showing a broad optical response to the incident light power that appears in
wavelength regions corresponding to the telecom bands (each spectral window highlighted in
a transparent box). The curves’ color corresponding to the same signals appears in subplot (a)
legend. d, Experimentally measured nonlinear transmittance responses and the corresponding
calculated fitted curves at various operating wavelengths in the ‘O’ (left subplot, orange), ‘E’
(middle subplot, red), and ‘C’ (right subplot, purple) bands.

Going forward, the rendered schematic illustration of the free-space illumination experimen-
tal setup for the deposited MXene thin film onto a transparent substrate is shown in Fig. 20. A
multiple-wavelength optical system was used with light frequencies covering the NIR spectrum
(400-2400 nm) emitted in a single spatially coherent beam with a repetition rate of 78.56 MHz
from a pulsed supercontinuum laser. The polychromatic light emitted by the SM fiber was colli-
mated via a reflective collimator (RC04FC-P01, Thorlabs) followed by an iris. The laser output
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emission level was controlled in order to form an optical field of gradually varying laser inten-
sity. The BK-7 glass supported Ti3C2Tx film of a 50 nm thickness, as depicted in the inset of Fig.
20, was mounted on a fixed stage and an unpolarized beam was incident upon the glass with an
approximately 100 µm spot. During all the measurements, the experimental setup was preserved
at normal incidence (i.e., the ray path is perpendicular to the sample interface). The transmitted
light was collected directly to the OSA via MMF (50:125 µm core to cladding size ratio) using
an achromat MO (RMS4X, Olympus).

Figure 20 | Rendered illustration of free-space illumination experimental setup for MXene
thin film configuration. Polychromatic and unpolarized light from a single-mode fiber (SMF)
is collimated and incident normally on the glass substrate. The inset shows the Ti3C2Tx thin
film with a thickness of 50 nm supported by a BK-7 glass. The transmitted light is collected
with a focusing microscope objective (MO) into multimode fiber (MMF) and measured using a
spectrum analyzer. The black arrows indicate the propagation direction of the light.

The experimentally obtained output transmittance spectra through theMXene thin film while
experiencing different input powers are shown in Fig. 21a. The transmittance of Ti3C2Tx film
exhibit a well-pronounced spectral signature, which increases as wavelength increases until it
reaches a maximum around 1150 nm, where the transmittance then decreases. The observed dip
in the transmission around 800 nm show good correspondence with the peak in the calculated
imaginary component ε2 (the dashed curve in Fig. 21a) obtained from measured complex RI
with a spectroscopic ellipsometer (Fig. 12). In addition, the broad spectral peak around 1150
nm (FWHM ∼400 nm) can be associated with a low attenuation corresponding to the observed
minimum in the imaginary component ε2. At longer wavelengths, the losses of the material
increase as the wavelength increase, resulting in a decrease in the obtained transmission spectra,
which can be associated with the dielectric to metallic crossover that occurs at wavelengths λ
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greater than 1347 nm (ε1 becomes negative, Fig. 12c). As expected, metal at optical frequencies
exhibits higher losses, leading to more absorbed photons at increasing values of λ.

Figure 21 | Experimental results of MXene thin film optical transfer function. a, The mea-
sured transmittance spectra for 50 nm thickness MXene thin film deposited on BK-7 substrate
for different input power varying from 6% to 86% (from top to bottom). The measurement val-
ues related to the lowest input power are shown in subplot (b), and the others are plotted with a
step of -3dB. The purple dashed curve indicates the absorption coefficient for MXene thin film
calculated from the spectroscopic ellipsometry measurement by its connection to the imaginary
component of the RI as α(λ) = 4πκ(λ)/λ. The blue area indicates the spectral region in which
ε1 becomes negative. b, The numerically calculated (dashed orange curve) and experimentally
obtained (blue curve) transmittance response as a function of the wavelength for the lowest input
power (6%). c, The measured nonlinear transmittance at a wavelength of 1236 nm as a function
of incident power for Ti3C2Tx 50 nm film and the corresponding calculated fitted curve.

Despite increases in the local electric field by plasmonic excitation in noble metal nanopar-
ticles leading to saturation absorption enhancement, the simultaneous increase in free carrier
oscillations typically prevents the saturable absorption behavior. By contrast, the saturable ab-
sorption behavior in MXene thin film can be associated with increased ground state absorption
due to plasmon excitation [33]. On the one hand, surface plasmons have been evidenced in
MXene thin film at the nanometer scale in the NIR spectral region, exhibiting a broad surface
plasmon peak around 1210 nm (as stated in Ref. [135]). On the other hand, the free carrier
oscillations in MXene thin film are more practicable at longer wavelengths >1347 nm (as evi-
denced from dielectric to metallic crossover, Fig. 12c). Consequently, these mechanisms cause
the depletion of the ground state population to be more dominant at shorter wavelengths λ of the
optical wave below the threshold for free carrier oscillations. These can lead to increased trans-
mittance as the power of the applied optical field increases (i.e., nonlinear transmittance), which
refers to saturable absorption behavior. Thus, passive intensity modulation of the incident light



56 3 Results and Discussion

can be possible by using such mechanisms in which the nonlinear transmittance is embodied in
the saturable absorption effects of MXene thin film with a 50 nm thickness.

As seen from Eq. (2.15), the absorption of saturable absorber material is attributed to a
nonlinear relationship with the incident optical field intensity. In particular, the transmission
through the MXene thin film at a given wavelength of excitation λ increases as increasing values
of input light intensity. Utilizing the saturable absorption property of MXene, the nonlinear
transfer function can be expressed by:

T (I) = 1 − ∆Te−I/Is − Tns . (3.5)

where T (I) is the transmittance, ∆T is the modulation depth, I and Is are the incident and sat-
uration intensities, and Tns is attributed to non-saturable absorbance (i.e., the saturable absorber
does not saturate totally to zero resulting in non-saturable losses).

The corresponding optical transmittance was recorded by gradually adjusting the incident op-
tical power. The input power dependence of transmittance at a wavelength of 1236 nm is shown
in Fig. 21c, along with the fitted curve. In particular, the power dependency of transmittance
shows exponential growth: it increases slowly at low input powers, then increases sharply at
higher input powers until the saturated power density, finally gradually increases until it reaches
a maximum level and becomes nearly constant (i.e., indicates the non-saturable absorption).

3.1.4 All-Optical Deep Neural Networks Emulation

Having obtained several different nonlinear optical responses represent the optical transfer
functions of theMXene-based configurations as a function of the power of the input optical signal,
these optical responses were introduced as nonlinear AFs of nonlinear activators. To study the
effectiveness and functionality of the obtained nonlinear activators in deep structured learning
configurations, their performance was characterized by two independent NN architectures on a
conventional classification machine-learning task. These proposed configurations can serve as
nonlinear units in which the nonlinear transfer function can be flexibly designed depending on
the operating wavelength without modifying the physical structure. They operate at commonly
used optical communication wavelength bands and can be adjusted by controlling a variable
broadband light source via standard software.

The nonlinear transmittance curves form the nonlinear AFs of nonlinear activators forMXene
thin film deposited on a BK-7 substrate at a wavelength of 1230 nm, and for MXene deposited
onto a photonic rib waveguide at a wavelength of 1310 nm, 1360 nm, and 1550 nm are shown
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in Fig. 22a-d. Each set for each nonlinear AF mechanism consists of several measurements of
normalized transmittance for various input optical powers. Both input and output values were
normalized relative to the maximal measured value for each data set. In general, the nonlinear
activators squash a real input number to a fixed interval specified with unitless, as shown in Fig.
7 for several typically used software-based nonlinear AFs employed to compare to the proposed
all-optical configurations. In practice, realistic optical AFs input and output units are in the con-
text of spectral quantities specified with units of mW/nm (or dBm/nm) and need to be normalized.
As seen in Eq. (2.17), a generic nonlinear activator fNL is defined via a mathematical function
that theoretically models the system’s output for each possible input for each neuron. In practice,
this is equivalent to operating devices’ optical transform function. Namely, this can be expressed
by the physical mapping nout = fNL (XOIU ) −→ Pout = fNL(Pin) = T (Pin) × Pin. There-
fore, to achieve a mathematical model of the nonlinear activators for possible use in photonic NN
emulation, a fNL that models the optical transfer functions associated with each studied mecha-
nism due to MXene-light interaction (as detailed in the preceding section) need to be considered
as shown in Fig. 22.

Figure 22 | Experimentally results of MXene-based all-optical nonlinear activators. a-d,
Different nonlinear AFs embodied in the optical transfer functions of the silicon waveguide cov-
ered with MXene flakes overlayer (a-c) and MXene thin film (d) architectures operate at various
wavelengths in the typical telecom bands. The normalized nonlinear transmittance (relative to
the maximum obtained measured value for each data set) shows the obtained AFs of nonlinear
activators in the NNs.

Although no negative inputs (or weights) were involved in the deep-learning task (corre-
sponding to a standard intensity encoding scheme), the proposed MXene-based AFs can ef-
ficiently work in such deep structured learning configurations. This because the difference
between input signals with Pin < 0 and Pin > 0 is only reflected by their phases, that is
−Pin = e−jπPin. Therefore, Pout(Pin) is an odd function Pout(−Pin) = −Pout(Pin). In addi-
tion, the devices have intensity dependency, and changes in the optical signal phase do not affect
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the applied optical modulation. However, since the photodetectors and the proposed all-optical
configuration are not sensitive to the optical signal phase, Pout(Pin) need to be considered as an
even function, that is Pout(−Pin) = Pout(Pin). Accordingly, only the regime where Pin > 0
was plotted, as shown in Fig. 22. It is worth mentioning that the wavelength dependence of the
optical responses allows tuning the nonlinear AF shape of the nonlinear activator. Note that the
studied experimental nonlinear AFs represent a subset of transfer functions achievable by the
proposed all-optical devices without modifying their structure or involving complex geometry.

A deep learning simulator was used to characterize the performance of the photonic AFs in a
machine learning task of classifying images. Two deep structured learning architectures were im-
plemented, FFNN and CNN, using a deep learning framework [136] in the Matlab environment.
For consistency, both NN architectures performed the same task: identifying the represented
number for each input handwritten digit image from the MNIST (Modified National Institute
of Standards and Technology) dataset consisting of 60,000 images of handwritten digits rang-
ing from 0 to 9. In order to form independent sets for training and validation phases, a random
sampling was employed to split the MNIST dataset into training and validation subsets in an
80%-20% ratio (i.e., 48,000 and 12,000 images), respectively. This ensures that the models can
classify the images based on learning about the data features without acknowledging the data
beforehand. On the one hand, during the training phase, the weights are optimized using the
backpropagation algorithm [137], which aims to learn the dataset features for future prediction.
On the other hand, the validation dataset is used to verify the trained network’s performance
without updating the weights. In particular, the deep structured learning models were trained by
feeding the dataset into the input layer followed by computing the outputs (so-called forward
propagation). Then the models optimize the weights (so-called backpropagation) based on the
loss function calculated from outputs prediction. The deep learning networks were trained using
a stochastic gradient descent optimizer with a learning rate of 0.001 for 50 epochs. Both network
architectures were trained with two sets of AFs: 1) software-based AFs commonly used in deep
structured learning applications, and 2) the studiedMXene-based all-optical nonlinear AFs based
on their transfer functions.

The decomposition of the studied three-layer photonic FFNN is shown in Fig. 23a, along
with an example of outputs predicted labels corresponding to four handwritten digit images fed
to the input layer. The photonic NN consists of a sequence of linear and nonlinear operations
corresponding to OIU and ONLU, respectively, which implements optical matrix multiplication
by integrated MZIs meshes and applies nonlinear activation through MXene-based configura-
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tions (as the building block represented in Fig. 10). The nonlinear AF is placed on each output
connection between two consecutive layers, where the detectable optical signals pass through a
softmax function at the end. While each hidden layer of the FFNN comprises 100 neurons, the
output layer in the network consists of ten neurons corresponding to 10 classes of output, each
representing a digit ranging from 0 to 9. The input layer consists of 784 neurons (does not per-
form any weighting or apply an AF to the input signals) due to the input data’s total size. The
input layer consists of 784 neurons (does not perform any weighting or apply an AF to the input
signals) due to the input data’s total size. Namely, the input layer dimension must accommodate
all the 282 = 784 real-space pixels as inputs. In other words, feeding each image to the photonic
NN requires preprocessing from a 2D matrix to a high-dimensional vector. In practice, these
can be achieved using a traditional computer due to a computationally inexpensive algorithm or
completely passive via Fourier optics [138]. Moreover, using Fourier optics can reduce the total
size of the input data to only 16 complex Fourier coefficients [102] resulting in a decrease in the
required photonic NN dimension.

The classification accuracy and loss of the photonic FFNN during the training phase for 50
epochs are shown in Fig. 23b. The results show the performance of trained photonic FFNN,
employing either all-optical MXene-based AFs or software-based nonlinear AFs on the MNIST
dataset. All the studied photonic AFs based on Si waveguide covered with MXene flakes over-
layer and MXene thin-film achieve accuracy between 97.9 % to 99.1 %. The network prediction
accuracy and loss of the validation dataset as a function of epoch count are shown in Fig. 23c to
validate the models’ performance. All models exhibit convergence behavior in which the classi-
fication accuracy increases rapidly at first as the epoch count increases (cross the 95% accuracy
within 15 epochs), then more slowly until it reaches a maximum. Concurrently, the classification
loss leveled out towards a minimum within 50 epochs.

To better understand the functionality of the MXene-based nonlinear AFs, an independent
CNN architecture was constructed to numerically characterize their performance on the hand-
written machine-learning digits classification task. This deep structured learning architecture
functions under a different method than the first studied FFNN, as mentioned in section 2.3.2.
The decomposition of the studied CNN architecture into individual layers is shown in Fig. 24a,
along with an example of an output predicted label corresponding to an input handwritten digit
image. The MNIST handwritten digital dataset was used in the CNN model’s input layer with
28 × 28 × 1 dimensions corresponding to the width, height and depth (the last dimension is the
color channel which is 1 represents a grayscale image). The input experiences three successive
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convolution layers with nonlinear AFs, pooling, and a final fully connected layer followed by a
softmax function. The output consists of 10 neurons corresponding to 10 classes of output, each
representing a digit ranging from 0 to 9.

Figure 23 | Photonic FFNN performance on MNIST classification with MXene-based non-
linear AF. a, Schematic diagram of the studied photonic fully connected deep structured learning
architecture, in which each layer is formed of OIU and ONLU. The output shows a sample of
network-predicted labels corresponding to four handwritten digit inputs. b-c,MNIST handwrit-
ten digit classifiers’ accuracy and loss as a function of epoch count during the training (b) and
validation (c) processes utilizing all-optical nonlinear AFs based on rib waveguide covered with
MXene flakes overlayer and MXene thin-film versus traditional AFs.

The network prediction accuracy and loss comparison between utilizing the studied all-optical
MXene-based and commonly used software-based nonlinear AFs during the training phase are
shown in Fig. 24b. The network prediction accuracy and loss of the validation dataset as a func-
tion of epoch count are shown in Fig. 24c to validate the models’ performance. The studied
photonic MXene-based AFs achieve prediction accuracy between 98.3 % and 99.7 %. All mod-
els are found to converge within 50 epochs to negligible loss, whereas the accuracy increases
(cross the 96% accuracy within 13 epochs) until it levels out towards a maximum.

Through these comparisons of two independently deep learning architectures, FFNN and
CNN (Fig. 23 and Fig. 24), the studied AFs MXene-based mechanisms in NIR provide com-
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petitive performance in terms of accuracy and loss as a function of epoch regarding the well-
established and commonly used nonlinear AFs on classifying handwritten digits images task
from the MNIST dataset. It is worth mentioning that excluding the examined classification ex-
amples, there are numerous machine learning applications and tasks where the studied nonlinear
AFs play an essential role in the NN system. Moreover, there are various deep structured learning
architectures where such nonlinear AFs are frequently employed in addition to the two configu-
rations demonstrated in this work.

Figure 24 | Performance of CNN configuration onMNIST classification withMXene-based
nonlinear AF. a, Schematic diagram of the studied optical CNN architecture contains convolu-
tional layers with nonlinear AFs, pooling, and a fully connected layer, resulting in outputs ranging
from 0 to 9. The output shows an example of a predicted label corresponding to a handwritten
digit input image. b-c, Epoch count dependency of accuracy and loss on MNIST handwritten
digit classification through the training (b) and validation (c) phases employing all-optical nonlin-
ear AFs based on MXene flakes overlayer on silicon waveguide and MXene thin-film compared
to software-based AFs.

To summarize, I have demonstrated an all-optical nonlinear AF operating in a wide spectral
range. Two independent configurations were designed for both free-space and integrated photon-
ics approaches. Moreover, the proposed free-space MXene configuration could be expanded to
serve as ONLU for a photonic integrated circuit, in which in-plane optical saturable absorption
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covers the output facet of the waveguides. Focusing on the nonlinear neuron unit, I study its
all-optical nonlinear AFs utilizing unique light-MXene interactions. Ti3C2Tx MXene thin films
andMXene overlayers on waveguides were manufactured, and the nonlinear optical responses in
the cases of: 1) evanescent excitation; 2) free-space illumination were measured experimentally.
Through a combined approach of experimental measurements and NN emulation, the photonic
NN’s performance in terms of accuracy and loss a function of the epoch were examined with
respect to the software-based nonlinear AFs in deep structured learning tasks.

3.2 On-Chip Quantum Money
Developing practical methods and architectures for quantum technologies is becoming an

increasingly important field. In particular, quantum information study presents many approaches
that make their application extremely attractive, including guaranteeing the security of quantum
money (QM) and tokenized signature schemes [52, 53]. These utilize unique quantum principles
such as the no-cloning theorem and Heisenberg’s uncertainty principle, providing advantages
beyond what is possible with conventional classical cryptography. A QM scheme enables the
creation of verifiable quantum banknotes by a trusted bank for untrusted users used in authenti-
cated transactions that cannot be forged - achieved by unclonable quantum states by embedding
a sequence of qubits prepared from a set of different bases.

Wiesner’s QM protocol [38] is widely considered to be the first proposed quantum crypto-
graphic application (detailed in sections 1.2.2 and 2.4). There are individual proof-of-principle
demonstrations of both time-bin and polarization encoding for implementing a QM scheme.
However, they are all free-space [43–45] and optical communication components [46, 47] usage-
based. Here, a photonics candidate construction based on guided-wave optics for on-chip quan-
tum tokens is presented - which may allow QM to rely on classical verification and is also com-
patible with tokenized signature schemes.

3.2.1 Classically Verifiable Quantum Money Scheme

Generally, a QM scheme aims to construct unforgeable banknotes with quantum states for
an authenticated transaction with maximal security guarantees. That ensures that an untrusted
holder cannot reproduce the quantum states to copy it or increase the amount of money. The
introduction of a classical channel within the token [40, 43–45] verification phase in Wiesner’s
original QM (as detailed in section 2.4) can provide a practical realization satisfying unforgeabil-
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ity with unconditional security [45] (i.e., the money state uses quantum state |ψ〉 ofN qubits that
cannot be used for verificationmore than once, based only on the laws of nature without bounding
the available technology of dishonest users) [40, 48–50, 117, 139]. It is worth mentioning that
the main difference between the traditional QM scheme and the classically verifiable QM scheme
is the verifying method - which is done by interactive protocol with classical communication be-
tween the bank and the honest holder (e.g., client), in particular, the verification phase does not
require quantum communication. Since the answers corresponding to the quantummeasurement
results are in the form of a classical bit string, the verifier who applies quantum measurements
communicates the measurement outcome with the bank via a typical classical channel to validate
or reject the QM. Namely, the verifier’s terminal sends the classical outcomes of those measure-
ments to the bank in one classically communication round for verification [46, 48].

In a refinement of this scheme, the usage of quantum money states is extended to another
notion: quantum tokens for digital signatures, and quantum tokens for message authentication
codes [52], which require a secret key in their verification. This tokenized construction is based
on the QM scheme establishing the quantum states via hidden subspaces of the vector space FN

2

[51]. Following the qubits scheme introduced in Ref. [51, 52], each money state |A〉 uses N
qubits (or this would be the signing token) which are in a uniform superposition of the vectors in
a random N/2 dimensional subspace A ≤ FN

2 , defined by |A〉 = 1√
|A|

∑
x∈A |x〉 with N -qubit

basis states |x〉. In addition, applying the Hadamard operation on each qubit of the state |A〉
gives the stateH⊗N |A〉 = |A⊥〉, or equivalently performing a quantum Fourier transform (a.k.a
QFT) over FN

2 .

According to the tokenized scheme, the signing authority secretly and securely generates a
random N/2 dimensional subspace A as a secret key s and quantum state |A〉 of N qubits as
the signing token to allow the signature of a document. To this end, a non-zero element in A
and a non-zero element in the dual space A⊥ may correspond to a signature for the bit values 0
and 1, respectively. If a dishonest user holds the signing token, the measurement on |A〉 can be
performed either on the standard basis or the Hadamard basis. As a result, an element ofA orA⊥

can be obtained, respectively. Without the sequence associated with a set of bits indicating the
correct measurement bases, an untrusted holder cannot measure |A〉 in both bases. Therefore, the
quantum information cannot be read or reproduced at will. Since once the qubit is measured, its
original quantum state collapses (section 2.4) to the measured state value. By contrast, the honest
verifier who knows the secret key s (i.e., the relevant subspace A and A⊥) can deterministically
distinguish between |A〉 and |A⊥〉, associated with the bit values 0 and 1, to validate or reject the
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signing token.

In general, any scheme for producing quantum tokens for QM or message authentication
codes consists of two main processes: 1) a procedure for the bank (or the signing authority) to
prepare the QM (or signing token), and 2) a method to verify the quantum token’s authenticity
and reject when discovering fraud attempts. It is worth mentioning that the N qubits money state
utilized for the QM scheme can also be used as quantum signing tokens for a private tokenized
signature scheme [52].

The practical quantum token protocol depicted in Fig. 25 is based on the theoretical works
of preparing the quantum state upon the proposal in Refs. [51, 52], in conjunction with the
techniques developed in Refs. [46, 48] uses only Bennett-Brassard 1984 (BB84) states (that form
a larger state |ψ〉) and a single round of classical communication for the verification. Fig. 25
demonstrates the entire life cycle of the qubits’ sequence embodied in token states, together with
the sequence of interactions between the three entities in this setting: the trusted authority (e.g.,
bank), an honest holder (e.g., client), and an honest verifier (e.g., vendor). Through generating
algorithm, the bank obtains a unique serial number i and a classical description A of a randomly-
chosen subspace A. While this classical description has been kept secret, the bank distributes
the state |ψ〉 prepared via A. Considering the bank prepares a QM state |ψ〉 uses two qubits
(i.e., N = 2), the space F2

2 consists of 4 vectors 00, 01, 10, 11, and for instance, one option
for the subspace A could be the vectors 00, 10. Hence, the QM state |ψ〉 in this case, is the
two-qubit state: 1√

2(|00〉 + |10〉). The corresponding dual space A⊥ consists of the vectors 00,
01, and the state |ψ⊥〉 is the two-qubit state: 1√

2(|00〉 + |01〉). In general, the transform |ψ〉
to |ψ⊥〉 and vice versa can be achieved by applying a Hadamard operation on each qubit (e.g.,
H⊗2

2 |+0〉 = |0+〉 = (|00〉 + |01〉)/
√

2). Utilizing the description A ofA, the bank can produce
the quantum state |ψ〉 = |+0〉 (i.e., |+0〉 = (|00〉 + |10〉)/

√
2). Considering the case of the

two-qubit state, the bank, in principle, can choose to encode the quantum token using a different
sequence of the two-qubit state in {|+0〉 , |−0〉 , |+1〉 , |−1〉 , |0+〉 , |0−〉 , |1+〉 , |1−〉}.

A trusted holder (or signer) who gets the quantum token from the bank (or trusted authority)
can pick which transaction to perform (alternatively, pick a document to sign). Considering the
token is sent directly to the verifier’s terminal without temporary storage, its goal is to perform
a quantum measurement on |ψ〉 either in the standard basis or in a different (Hadamard) basis
to get a uniformly random element of A or A⊥, respectively. The answers corresponding to the
measurement results are a sequence of classical bits that eventually serve as inputs to the verifi-
cation procedure along with the secret key s. That allows verifying whether the quantum token
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is valid by deterministically distinguishing between |ψ〉 and |ψ⊥〉 associated with the bit values
0 and 1 via comparing to the relevant classical description of the chosen subspace. Namely, the
verifier’s terminal measures each of theN qubits of |ψ〉 in a randomly chosen basis to reproduce
the encoded information based on the classical description A of A. In the example above, the
state |+0〉 has an equal chance (i.e., 50% probability) of being measured in the standard basis in
the states |00〉 or |10〉. At the same time, it has a 0% chance of being measured in the states |01〉
or |11〉. In general, if the single qubit is in the state |0〉, the measurement in the standard basis
is certain to be |0〉. However, the measurement of this qubit in the Hadamard basis is entirely
random. Hence, if the token is in the state |+0〉, the measurement in the standard (Hadamard)
basis has a deterministic outcome in the rightmost (leftmost) qubit, i.e., is certain to be |0〉 (|+〉).

Figure 25 | Schematic illustration of classically verifiable QM scheme as a quantum token.
The bank preparesM quantum states according to a random secret string A containing a classi-
cal description of the chosen subspaces. It allocates a unique serial number (SN) to the quantum
card, which is then given to a trusted holder. In order to verify the quantum token, the verifier’s
honest terminal randomly selects one of the two bases for each state and performs the corre-
sponding measurement. Upon an input bit, the honest verifier applies a Hadamard operation (H)
or measures on a standard basis (S). The measurement outcomes (M) and the representing bits of
the measurement bases (B) are then sent for comparison with the bank’s secret key. The token
is finally accepted as valid if the answers (AM) correspond to the measurement results and are
consistent with secret string A - otherwise, it is rejected.

Given that the verifier can access the secret key in the private setting, it allows the verifier
to test the relevant subspace membership for reading the encoded quantum information. Since
the answers corresponding to the measurement results are in the form of a classical bit string, the
verifier can communicate the measurement outcomes with the bank (or trusted authority) using
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a typical classical channel. In the example above, the measurement outcome can first consist
of the chosen basis (e.g., 0 for the standard basis and 1 for the Hadamard basis) followed by
the corresponding measurement results (i.e., the answer might be 010 in this case). Finally, the
trusted authority can accept or reject the quantum token in one classically verification round,
in which the verifier transmits the data of all the measurements answers to test the outcomes
with the corresponding secret key and return its decision: token valid or invalid. The described
protocol constructs a quantum token consisting of a single bit and can easily be extended to such
a scheme in which the quantum token supportsM bits. That can be accomplished via duplicating
the depicted protocolM times. The bank independently and randomly choosesM strings of N
bits constituting the quantum token identified with elements of the vector space FN

2 associated
with different randomly chosen subspaces.

3.2.2 Design Integrated Photonics Architecture for Quantum Money

Two guided-wave optics devices are designed for fast and efficient classically verifiable
quantum photonic tokens. Following the honest scheme previously discussed, qubit states are
mapped onto weak coherent states utilizing a set of discrete waveguide normal modes. These
demonstrate the entire life-cycle of the qubits’ sequence embodied in a quantum token: from
preparation using a monochromatic optic wave and waveguide-based building blocks for ma-
nipulating and modulating the propagating light to verification, allowing the honest verifier to
reproduce the detected quantum state and sharing the classical outcomes of the quantum mea-
surements.

The schematic illustration of the designed chip-to-chip photonic system is depicted in Fig.
26. In analogy to optical communication, the scheme’s two main processes are composed of a
photonic transmitter and receiver. Namely, the former is a device that can prepare the encoded
qubits |ψ〉 according to the choice of A and A⊥, and can send this state (e.g., holder’s quantum
credit card). The letter is a device that can apply quantum measurements to the sent states (e.g.,
vendor’s payment terminal) and communicate the classical outcomes. More precisely, upon an
input bit, the receiver either measures the received qubits in the standard basis to get an element of
|ψ〉 or applies the Hadamard operation to get an element of |ψ⊥〉. The answers corresponding to
the measurement outcomes are in the form of a sequence of classical bits used for the verification
procedure, along with the choice of the measurement basis - which compares it with the classical
description A of A and A⊥, this can be done on a classical computer.

In the quantum token preparation phase, weak coherent states of light are produced for
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probabilistically creating single-photon pulses. This corresponds to the characterization of a
highly attenuated laser pulse that delivers a clocked manner of wavepackets of light. The optical
field’s polarization states that characterize the discrete guided modes supported by the waveg-
uide are applied to weak coherent states |αm〉 = e− 1

2 |αm|2 ∑∞
N =0

αN
m√
N ! |Nm〉, where µα = |αm|2

is the average number of photons in a clock cycle, |Ni〉 are the photon number states, with
a probability of finding N photons in a given mode m follows the Poisson distribution (i.e.,
P (µα,N ) = µN

α e
−µα/N !). According to the tokens scheme, the transmitter does not necessar-

ily need to contain its own light source, in fact, an off-chip device allows more flexibility and
reduces the dimensions of the holder’s credit card device. In addition, the components construct-
ing the chip-to-chip system, from the light source over the various guided-wave optics building
blocks to single-photon detectors, operate at the C-band to take advantage of the lower loss at a
wavelength of 1550 nm commonly used for optical communication.

The schematic of the transmitter implementation is shown in Fig. 26a, consisting of a pho-
tonic circuit with two successive EO intensity modulators followed by a beam splitter whose
outputs are directed to an EO polarization modulator and an off-chip power meter. Calibrating
the light source and setting the average photon number per pulse µα relies on modulating the
steady emission provided by the laser to produce a block of consecutive pulses, then highly at-
tenuating the outputs to determine the incident optical power Pin. In general, the photon flux
(i.e., the number of incident photons per second) is determined by Pinλ/hc, where h is Planck’s
constant, c is the speed of light in vacuum, and λ is the wavelength of the associated optical
wave. The light emitted from a monochromatic CW source feeds the input spatial mode of the
MZI. The power of the incident optical wave is split equally into two waveguides that form the
two MZI’s arms. When an external electric field is applied to one arm, the RI of the material
is modified, resulting in modulation of the phase of the optical field propagating through this
waveguide. Combining two waves with different phase changes via a standard Y-branch at the
end of the MZI obtains interferometrically intensity modulation. Changing the applied voltage
allows the light’s output power to continuously be controlled for setting the pulse duration and
its repetition rate. Then, additional MZI is placed and used as a variable optical attenuator to
reduce the optical power carried by the output pulses. Next, the light pulses go through another
Y-branch to split the light pulses from one waveguide into two waveguides with a high splitting
ratio such as 99:1, enhancing the required attenuation. The off-chip photodiode is used to moni-
tor the power of the incident wavepackets for adjusting the average photon number µα.

The polarization information, which depends on the trusted authority’s secret key (the clas-
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sical description A), is encoded on each pulse via a multi-stage EO phase modulator for modu-
lating the polarization state to create the quantum token described in section 3.2.1. By applying
appropriate voltages to electrodes on top of the modulator’s waveguide, a distinct lightwave po-
larization state can be achieved to satisfy the qubit state in one of the two bases: the standard
or the Hadamard bases, as detailed in the remainder of this section. In particular, the secret key
containing the randomly chosen subspace corresponds to the control voltage sequences, which
simultaneously indicate the correct measurement bases. In particular, these optical blocks en-
code quantum information in guided modes of weak coherent states of the optical field carried
through the holder chip via waveguides to be sent directly to the verifier’s terminal chip without
temporary storage in a quantum memory. In the end, the verifier will have the |ψ〉 state and the
holder won’t anymore.

Because of the probabilistic behavior of the photon number distribution in a given mode
for a weak coherent state of light, there is no specific way that generates optical wavepackets
containing just one photon in a clocked manner with high fidelity and efficiency. In other words,
there are different options for how the photonswill be distributedwithin these clock cycles, which
incorporate emission probabilities of vacuum pulses, single-photon pulses, and multi-photon
pulses. In general, it is essential to prevent multi-photon wavepackets in the various quantum
schemes since counterfeiters attacking via photon-number splitting may be attractive in such a
scenario. Accordingly, this can be achieved by setting a small value of the average number of
photons in clock cycle µα, through high attenuation experienced by the incident optical wave,
which manages the emission probabilities of both vacuum and multi-photon wavepackets. In
this weak regime (i.e., small values of µα), the value of µα falls well below 1, where the multi-
photon to single-photon emission probabilities ratio bounded to µα

2 on the one hand, it enhances
the emission probability of vacuum wavepackets to 1 − µα on the other hand [111]. Generally,
the photon arrival rate can be expressed as Rinc = frepµα. The mean number of photons µα per
detection time interval, taking into account experimental parameters, at the transmitter’s output
is given by:

µα = λ

hc

τSPAD
τd

tηP99t1/99
frep

(3.6)

where hc/λ is the energy per photon of the optical wavepacket with average power Pin, P99 =
0.99Pin is the output measured average power from the 99-port of the Y-branchwith a transforma-
tion splitting ratio efficiency of t1/99 = 1/99, tη is the transmission efficiency of the multi-stage
EO phase modulator, τSPAD is the detection time window of the single-photon avalanche detec-
tors (SPAD), and τd and frep are the pulse duration and its repetition rate, respectively. As seen
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from Eq. (3.6), the value of µα can be adjusted for different experiments by modifying the char-
acterizations of the incident light without modifying the transmitter’s physical structure. Both
the transmitter and receiver are controlled using a combination of bias voltage V and electrical
signals Ṽ sent from a pulse generator to manage the EO phase modulators.

The schematic of the receiver implementation for the quantum token validation is shown in
Fig. 26b. The verification phase requires each block of qubits to be measured via the verifier’s
terminal in one of two measurements, each corresponding to a randomly chosen measurement
basis: either the standard basis or a different (i.e., Hadamard) basis. This is accomplished by
utilizingMZI, whose output ports are connected to other waveguides to select between two paths.
The wavepackets can be spatially switched between the two output waveguides by adjusting
the applied voltage across one of MZI’s arms. Next, two NIR SPADs are employed for each
photonic path, each at an output spatial mode of a polarization beam splitter based on typical
polarizing directional couplers that route the fundamental TE- and TM- guided modes into two
other different waveguides. While one photonic path allows measuring the state in the standard
basis to distinguish between |↔〉 and |l〉 states, the second photonic path additionally employs
a voltage-controlled λ/2 waveplate with a fixed orientation angle of 22.5◦ for implementing
Hadamard operation optically (detailed in the remainder of this section) that allow measuring
the input state in the other basis {|↗〉 , |↖〉}.

Due to the two different coupling lengths for the TE- and TM- polarized guided modes, the
verifier can perform a measurement at the directional couplers’ output ports of the chosen path
(i.e., corresponding to the randomly selected basis) for each of the N transmitted token states.
The off-chip SPADs modules can then be utilized to detect the spatial output modes associated
with theweak coherent states and record the detection events of the receiving optical wavepackets
block. Next, the data from the SPADs can be transmitted and stored in a classical computer for
postprocessing once all measurement rounds are ended (i.e., for each received qubit’s state),
allowing to complete the token verification classically. In particular, the answers corresponding
to the measurement results are in the form of a sequence of classical bits (e.g., 0 can be associated
with the detected states |↔〉, |↗〉 and 1 to the detected states |l〉, |↖〉).

Eventually, the verifier has access to the secret key (i.e., the chosen A or A⊥) in the token
scheme’s private setting, as described in section 3.2.1. Therefore the quantum information en-
coded in the set of normal guided modes can be read by deterministically distinguishing between
|ψ〉 and |ψ⊥〉 based on the chosen measurement basis. Alternatively, the verifier can communi-
cate with the trusted authority the sequence of the classical measurement outcomes together with
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the sequence of classical bits corresponding to its randomly chosen measurements basis. By one
classically verification round, the trusted authority can validate or reject the quantum token via
transmitting the data utilizing a typical classical channel.

Since the verification requires randomly choosing between two measurements (i.e., one of
the switch’s spatial modes), the system can use only two SPADs by incorporating two output ports
from different polarizing directional couplers. Hence, a mesh of MZIs or integrated combiners
at the end of the receiver circuit can be utilized (as shown in the configuration in Fig. 10) or
two 2 × 1 fiber-couplers directly connected to the SPADs (as shown in the setup in Fig. 29)
to recombine the two output ports (i.e., the pair of output ports labeled {↔, ↗}, and the ports
labeled {l, ↖}). Considering the weak coherent wavepackets arrival with mean photon number
µα and losses represented by e−µαη, the verifier measures each of the N quantum token states
in its chosen random basis and outputs (1 − e−µαη)N measurement outcomes. The count rate
is Rdet = frep(1 − e−µαη), wherein the limit of µαη << 1 approximates ≈ µαηfrep. The
overall detection efficiency, η, is the product of the channel transmission efficiency and quantum
efficiency of a threshold single-photon detector, η = ηT ηdet.

Following the designed chip-to-chip photonics system, the qubits can be realized by a set
containing two orthogonal polarization waveguide modes. Given a typical wire waveguide,
the 0 logical state |0〉 can be encoded into the first normal mode TE00 and the 1 logical state
|1〉 encoded by the second orthogonal normal mode TM00. Since the light propagation nature
in discrete waveguide modes, these qubits can be applied to both quantum states (e.g., single-
photon states) and classical states (e.g., coherent states) of optical fields. The qubit states may be
mapped onto two-mode weak coherent states of the optical field in which |0〉 → |TE00〉 ⊗ |vac〉,
|1〉 → TM00 ⊗ |vac〉, |+〉 → |TE00〉 ⊗ |TM00〉, and |−〉 → |TE00〉 ⊗

∣∣ejπTM00
〉
, where |vac〉

represents the vacuum state. The optical waves travel in the waveguide along the z direction
in distinct optical modes that mathematically represent a solution to Maxwell’s equations under
the appropriate boundary conditions imposed by the waveguide geometry and materials. The
dispersion equations (a.k.a. eigenvalue equations) are provided by the scalar wave equation (Eq.
2.4) solutions, along with the boundary conditions matching at the interfaces between planes of
different RIs (i.e., at core interfaces), which require the continuity of the electric field function
and its first derivatives. Therefore, only certain discrete values of propagation constant β are al-
lowed. Accordingly, just a limited number of guided modes can be supported depending on the
waveguiding region’s physical dimensions, the structure’s RI distribution, and the light’s wave-
length. These discrete values of β correspond to the different optical modes associated with two
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families: TE and TM optical modes. The two orthogonal polarized optical modes can constitute
a complete set of functions, so an arbitrary optical field distribution that satisfies the boundary
matching condition can be described in terms of them. The qubit’s state can be described as a
superposition of the two basic normal modes |0〉 and |1〉 as: |ψ〉 = a0 |0〉 + a1 |1〉.

Figure 26 | Integrated photonics devices for the proposed on-chip quantum tokens archi-
tecture. a, A reconfigurable integrated transmitter holder chip, consists of MZI formed by an
EO phase shifter and Y-branch splitter/combiner, to perform pulse modulation (P. MOD) of the
monochromatic input light emitted from a CW laser. An intensity modulator, an off-chip pho-
todiode (PD), and a Y-branch splitter allow the light source to be calibrated by controlling the
average photon number per pulse µα at the output. According to the scheme, an EO polarization
modulator (PM) is then used to encode the quantum information in the polarized normal guided
modes of weak coherent states of light via applying appropriate voltages. The wavevector k (red
arrows) indicates the propagation direction of the light. b,A photonic receiver circuit realizes the
verifier’s terminal chip for deterministically distinguishing the quantum states with off-chip NIR
single-photon avalanche detectors (SPAD). MZI is formed by directional couplers and config-
ured with an EO phase shifter. That allows for an EO-controlled spatial switch between the two
output waveguides, which include polarizing directional couplers (PDC) and a phase modulator.
The EO phase modulators are controlled by combining bias voltage (V ) and electrical signals
(Ṽ ) sent from a pulse generator.

The same material was considered for all the involved building blocks to simplify the im-
plementation of the proposed chip-to-chip system. The LiNbO3 waveguide platform provides
high-performance devices with large bandwidths and is ideal for forming high-speed modula-
tion systems [140], which is required for the various components in the integrated photonics
circuit. The waveguide structure is usually fabricated by local Ti-indiffusion into the core re-
gion in which the core RI ncore is greater than both RI of the substrate and cladding to satisfy
the guiding condition, as seen from Eq. (2.1). The numerically calculated mode effective index
neff of the different orders of supported guided mode as a function of the core width at a fixed
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wavelength of 1550 nm are depicted in Fig. 27a, together with the electric field distributions
of the first three orders. The optical modes in the waveguide modeling were carried out using
COMSOL Multiphysics in the wave optics module based on the finite element analysis method.
A waveguide with core dimensions of 3 µm high and 4 µm width can be assumed to support
only the 1st order of the two polarized normal modes, namely the fundamental quasi-TE00 and
quasi-TM00 optical modes (the vertical red-dashed line in Fig. 27a). The upper bound of the SM
region where only these two polarized modes are supported is depicted by the 2nd order mode
cutoff indicated by the vertical black line in Fig. 27a.

The corresponding normalized electric field configurations of the fundamental TE00 and
TM00 optical modes at a wavelength of 1550 nm are depicted in Fig. 27b-c, along with the RI dis-
tribution n(x, y) of the waveguide structure. While the RI along the x direction exhibit a symmet-
rical profile, a step function is supported along the y direction. These obey the wire waveguide as
illustrated in the inset of Fig. 27a which constructed by a core with n(λ = 1550 nm)core = 2.22
in which the light is confined, immersed in a LiNbO3 substrate n(λ = 1550 nm)sub = 2.2, and
both are in contact with air n(λ = 1550 nm)clad = 1. The calculated electric field profiles
|E(x, y = −1.5 µm)| and |E(x = 0, y)| as a function of x and y are qualitatively similar for
these optical modes of the same order. They have quite similar mode effective indices, but the
electric fields point in different directions. While the main transverse field component of the TE
mode is Ex, the Ey is the dominant transverse field component of the TM mode. Given that the
two TE00 and TM00 modes are characterized by propagation constants β1 and β2 with electric
fields E1 = A1E1(x, y)e−jβ1z and E2 = A2E2(x, y)e−jβ2z , respectively, the |↔〉 state (or |0〉)
and |l〉 state (or |1〉) can be utilized to represent the bit values 0 and 1.

An expression for the electric field E(x, y, z) propagating in the waveguide along the z
direction can be written as a linear combination of the supported optical guided modes, i.e.,
E(x, y, z) =

∑
mAmEm(x, y)e−jβmz , where Am and Em(x, y) are the amplitude and the trans-

verse function of the corresponding mode m. An arbitrary local field E(x, y, z) which propa-
gates in the waveguide that supports the fundamental modes, can be expanded in terms of this set
of normal modes {|↔〉 , |l〉} when injected linearly polarized optical wave, at normal incidence,
into the waveguide with a certain angleφin to the vertical. In addition, the electric field of optical
guided modeEm(x, y, z) varies sinusoidally as a function of the z direction (i.e., proportional to
e−jβmz). Thus, the optical fieldE(x, y, z) has a unique representation based on the set of normal
modes {|TE00〉 , |TM00〉} of the form:

E(x, y, z) = K1E1(x, y)e−jβ1z +K2E2(x, y)e−jβ2z . (3.7)
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where the constants are determined byK1 = A1 sin (φin) andK2 = A2 cos (φin). Accordingly,
the state of a qubit can be described as a superposition of these two orthogonal states as |ψ〉 =
K1 |↔〉 +K2 |l〉.

The quantum information encoding at the end of the integrated transmitter circuit is per-
formed using a guided optics wave multi-stage EO phase modulator. It contains a cascade of
waveguide-based polarization transformers, which can be electro-optically adjusted to act as an
individual on-chip variable waveplate with modifiable thickness and orientation by applying
appropriate control voltages. This allows transforming an arbitrary input optical field’s polariza-
tion state into a particular output polarization state in one of the two bases: the standard or the
Hadamard bases, for each N-qubit state of the token |ψ〉. In principle, an arbitrary quantum state
|ψ〉 = a0 |↔〉+a1 |l〉 can be prepared based on the set of these normalmodes {|TE00〉 , |TM00〉},
with a0 = cos (φ) and a1 = ejϕ sin (φ) as derived from Eq. (2.21).

Figure 27 | Calculated electric field profiles of the supported modes for on-chip qubit re-
alization. a, The dependence of mode effective index on the waveguide core width at a wave-
length of 1550 nm for the first three orders of guided modes with their characterized electric field
distributions. The solid curves indicate the TE modes, and the dashed curves indicate the TM
modes. The black vertical line indicates the upper bound of the single-mode (SM) region. The
designated SM waveguide with a 3 µm × 4 µm core cross-section is marked by the vertical red
dashed line. The inset shows a wire waveguide with a guiding layer immersed in a substrate, and
both are surrounded by air. b-c, The electric field profiles of corresponding fundamental TE00
(orange curves) and TM00 (blue dashed curves) normal modes as a function of the x (b) and y
(c) directions, and the corresponding waveguide RI distributions.

A typical LiNbO3 EO phase modulator consists of a single optical waveguide with three
metallic electrodes: two symmetrically along the waveguiding (A and C placed on top of the
substrate), and one on top of the core region (B). Its mechanism is established on the Pockels
effect (a.k.a, the EO effect), where an external electric signal is used for controlling the waveg-
uide’s optical properties resulting in phase delay of the guided optical mode passing through the
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waveguide [3, 4]. Relying on the direction of the applied electric field, and the waveguide ori-
entation, this phase delay can depend on the polarization direction. Therefore, such integrated
photonics Pockels cell can act as a voltage-controlled waveplate for modulating the output opti-
cal field’s polarization state by implementing a z-propagating waveguide in the x-cut substrate
of LiNbO3. While the optical mode travels without disturbance through the waveguide when no
voltage is involved, the medium’s RI experiences modifications depending on the applied elec-
tric field n(E) in the region between the electrodes where the material birefringence behavior is
proportional to the combination of applied voltages.

A phase delay of the TE and TMmodes can be determined by the applied voltage differences
of the outer electrodes where the center electrode is grounded [141]. In particular, the required
operating voltages to achieve Λ-waveplate with an orientation angle φ/2 are:

VA = 2Vo · Λ · sin(φ) − Vπ · Λ · cos(φ) + V Bias
A ,

VB = 0 ( Ground ) ,

VC = 2Vo · Λ · sin(φ) + Vπ · Λ · cos(φ) + V Bias
C .

(3.8)

where Vo and Vπ are the voltage required to rotate all power from TE mode to TM mode, and
the elemental voltage to induce a π phase shift between these modes, respectively. φ/2 denotes
the angle between an input linearly polarized optical wave and the waveplate’s fast axis adjusted
with the polarization vector of fundamental guided mode TE00. The bias voltages needed to be
applied to electrodes A and C to achieve zero birefringences between the two orthogonal modes
are V Bias

A
∼= −V Bias

C .
There are various options to configure the integrated multi-stage EO transformer for mod-

ulating the polarization of the input optical wavepacket to achieve one of the four polarization
states as required in the token state preparation. Considering unpolarized light launched into a
cascade of waveguide phase modulators, the first polarization transformer stage can configure
as a polarizer in the horizontal or vertical orientation. The input polarization state of the optical
field can be transformed into horizontal or vertical states associated with the TE00 and TM00

modes, respectively. The successive stage can be configured in four extreme positions as a λ/2
waveplate with rotation angles of φ/2 = 0◦, 45◦,±22.5◦ achieved with the corresponding com-
bination of the applied voltages according to Eq. (3.8). This allows the preparation of either |ψ〉
or

∣∣∣ψ⊥
〉
. The action of the half-waveplate on these two modes can be defined by the correspond-

ing projection operator given by:

ÂHW P
φ/2 =

 cos(φ) sin(φ)
sin(φ) − cos(φ)

 . (3.9)
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For the input states |ψin〉 = |↔〉 and |ψin〉 = |l〉, the obtained output polarization states have the

form of |ψout〉 = ÂHW
φ/2 |↔〉 =

 cos(φ)
sin(φ)

 and |ψout〉 = ÂHW
φ/2 |l〉 =

 sin(φ)
− cos(φ)

, respec-

tively. Assuming the excitation of the fundamental TE00 mode in the output of the first stage of
EO waveguide modulator |ψin〉 = |↔〉, the optical electric fields at the waveguide output for the
four cases of φ/2 are pointed in four different directions |ψout〉 = ÂHW

φ/2 |ψin〉: 1) horizontal in
which |ψout〉 = ÂHW

0◦ |↔〉 = |↔〉. 2) vertical in which |ψout〉 = ÂHW
45◦ |↔〉 = |l〉. 3-4) diago-

nal or anti-diagonal in which |ψout〉 = ÂHW
22.5◦ |↔〉 = |↗〉 and |ψout〉 = ÂHW

−22.5◦ |↔〉 = |↖〉.
The calculated optical electric field distribution associated with four different possible lin-

ear polarization orientations of the qubit state in the waveguide are shown in Fig. 28, along
with the optical field pointing directions (depicted with the black arrows). These optical waves
travel in the waveguide in distinct optical guided modes corresponding to the qubit states: |↔〉
(the TE00 mode), |l〉 , (the TM00 mode), |↗〉 = 1

2(|↔〉 + |l〉) and |↖〉 = 1
2(|↔〉 − |l〉) (or

1
2(TE00 ±TM00)). While the {|↔〉 , |l〉} basis eigenstates are represented with the two orthogo-
nal polarized TE and TM modes, the {|↗〉 , |↖〉} basis is depicted through their superpositions.
The first and second qubit states in each basis can be employed to encode the bit values 0 and 1,
respectively. In addition, the electric field of optical guided modeEm(x, y, z) varies sinusoidally
as a function of the z direction (i.e., proportional to e−jβmz), and consists of a combination of
two perpendicular in-phase components resulting in an electric field wave linearly change in the
xy plane (e.g., horizontal polarization vector or right and left changes as the optical wave trav-
els).

As seen from Eq. 2.20, the operation of a Hadamard gate on the logical states can be de-
scribed by leaving the basis state |↔〉 unchanged and manipulating |l〉 to − |l〉, then mapping
these basis states into their superposition: |↔〉 → |↔〉+ |l〉 and− |l〉 → |↔〉−|l〉. The realiza-
tion of the Hadamard operation relies on the dependence of the phase delay on the polarization
direction. Its mechanism corresponds to the optical functionality of a λ/2 waveplate oriented at
φ/2 = π/8 (or 22.5◦). This also can be accomplished by a guided optic wave device utilizing
the integrated Pockels cell as described above for polarization state modulation of the incident
optical wavepacket. By applying an appropriate external electric signal, the voltage-controlled
waveplate adjusts its setting to Λ = 1/2 with an orientation angle φ/2 = π/8 for the required
waveplate’s behavior.

These parameters are chosen to utilize two properties: 1) a path phase shift of λ/2 is in-
troduced between the TE- and TM-polarized waves propagating through the waveguide, which
induces π phase shift between the polarization components of the optical field. and 2) an inci-
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dent linearly polarized light rotates by twice the angle φ/2 between its polarization vector and
the photonic waveplate’s fast axis. Considering that the waveplate’s fast axis is adjusted with
the polarization vector of fundamental guided mode TE00 with the appreciated voltage differ-
ences following Eq. (3.8), the basis state |↔〉 remains unchanged. In contrast, the basis state
|l〉 associated with the orthogonal normal mode TM00 mapped into − |l〉 due to the phase shift
term (i.e., ejπ = −1). It is easy to see from Eq. (3.9), a uniform superposition of the standard
basis states can be created with φ/2 = π/8 → φ = π/4. In particular, |↗〉 ≡ 1√

2(|↔〉 + |l〉)
and |↖〉 ≡ 1√

2(|↔〉 − |l〉) can be achieved, which are associated with the required states of the
Hadamard basis.

Figure 28 | Quantum state preparation and encoding of single qubit via optical waveguide
modes. The calculated electric field distribution for four different possible orientations of the
qubit state using a set of discrete waveguide modes. The black arrows indicate the polarization
direction of the optical field. The fundamentalTE00 andTM00 optical guided modes formed the
mode basis {|↔〉 , |l〉} encoding the bit values 0 and 1. The states |↗〉 = (|TE〉 + |TM〉) /

√
2

and |↖〉 = (|TE〉 − |TM〉) /
√

2 are the basis eigenstates prepared via the superposition of these
two fundamental normal modes.

3.2.3 Experimental Principles for Photonic Quantum Tokens Scheme

In order to provide a suitable environment for photonics-based quantum tokens and to visual-
ize the end-designed chip-to-chip system, an experimental setup was planned. The experimental
system operates at the C-band in NIR to take advantage of the lower loss at a wavelength of 1550
nm commonly used for optical communication. The photonic setup allows for fast and efficient
verification of quantum tokens based on the on-chip realization depicted in Fig. 26. Each of
the integrated photonics building blocks is implemented by a telecommunication fiber-coupled
guided-wave optics device with the exact optical mechanism of operation. This allows physical
tests to take place and characterize in terms of the dependence of the correctness on the wavepack-
ets’ average photon number prior to the chip system manufacturing for large-scale deployment
together with near-future quantum storage devices.
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The schematic diagram of the proposed experimental setup for the prototype quantum tokens
is depicted in Fig. 29. It is divided into two optical interfaces following the analyzed scheme
in the previous sections: 1) the quantum transmitter (e.g., the holder’s quantum credit card), for
preparing the token state via encoding the N qubits state in the polarization of weak coherent
states of the optical field, and 2) the quantum receiver (e.g., the verifier’s payment terminal),
to perform a measurement on each of the N token states, in the standard basis or in another
(Hadamard) basis for classically token verification.

In the quantum token preparation phase, a monochromatic light emitted from a CW laser
can be used as the optical energy source in the setup. The light emitted at 1550 nm is launched
into the EO intensity modulator, which allows pulse modulation of the incident optical wave.
The optical source (KLS1550, Thorlabs) is connected to an EO LiNbO3 modulator (LN81S-FC,
Thorlabs) formed by a fiber-coupled MZI structure by an optical fiber (P1-1550A-FC, Thorlabs).
The pulse duration and the repetition rate can be managed via a suitable electrical signal sent
from a pulse generator. It is worth mentioning that all the involved integrated modulators can
operate up to 10 GHz. However, the pulse repetition frequency is configured regarding the SPAD
detection dead time τ . Namely, this satisfies that the frequency frep is lower than the maximum
repetition frequency 1/τ of the detectors (< 100 MHz). Then, the light experienced attenuation
via passing through a fiber-coupled variable optical attenuator (V1550F, Thorlabs) followed by
a fiber optic coupler (TW1550R1F1, Thorlabs) with a coupling ratio of 99 to 1 for routing the
optical signal into two paths. While one is directed to the OSA to monitor the power of the
incident optical signal, the other path is directed to a polarization controller (PC-B600SFASFA,
EOSPACE) formed by a cascade of integrated polarization transformer stages. The wavepacket
polarization can be selected via properly applied voltages, in which the optical output field is
pointed in four different directions: |↔〉 (horizontal), |l〉 (vertical), |↗〉 (diagonal), and |↖〉
(anti-diagonal). The variable EO attenuator, OSA, and a fiber-coupled splitter allow the light
source to be calibrated by controlling the wavepacket’s average photon number µα.

In the verification phase, the holder’s token state is encoded in the polarization of weak
coherent states of the optical field. Then, it is sent directly to the verifier’s terminal without
temporary storage - to be measured in the basis randomly chosen by the verifier (either standard
or Hadamard bases). The wavepackets are routed to one of two different optical paths using a
1×2 optical switch (OSW12-1310E, Thorlabs). While one optical path consists of a fiber-based
polarizing beam splitter (PFC1550H, Thorlabs), the other employs an additional 3-paddle fiber
polarization controller (FPC031, Thorlabs) acting as λ/2 half-waveplate oriented at 22.5◦ (for
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Hadamard operation). Next, two 2 × 1 integrated combiners are utilized for connecting the four
output ports of the polarizing beam splitters to two SPADs: the pair of output ports and labeled as
{↔,↗}, and the ports labeled {l,↖}. Finally, two InGaAs/InP (indium gallium arsenide and in-
dium phosphide) SPADs (IDQube-NIR-FR-STD, IDQ) are used for detection labeled SPAD↔,↗

and SPADl,↖. These allow the verifier to distinguish between |↔〉 or |l〉 states and between
|↖〉 or |↗〉 states, as detailed in the preceding section. Once all measurement rounds are ended
for each of theN token states, the SPADs record measurement outcomes are eventually transmit-
ted and stored in a classical computer to complete the token verification classically. The answers
corresponding to the measurement results are in the form of a sequence of classical bits as well
as the sequence of the randomly chosen measurement bases and, therefore, can be transmitted
over a classical channel. The trusted authority compares these sequences with the secret key (i.e.,
the chosen A or A⊥ also used for the qubits encoding).

Figure 29 | Schematic diagram of the experimental setup for generating and verifying quan-
tum tokens. In the token state preparation (blue frame), monochromatic light emitted from the
CW laser passes through MZI for pulse intensity modulation. The electrically-controlled vari-
able optical attenuator (VOA), OSA, and a fiber-coupled beam splitter (BS) are used to calibrate
the light source and set the wavepackets’ average photon number µα. A multi-stage integrated
polarization transformer is then used to encode (Pol. Enc.) quantum information on weak co-
herent states of the optical field by applying appropriate voltages to be sent to the verifier ter-
minal. The holder card (black frame) is controlled through a combination of bias voltage (V )
and electrical signals (Ṽ ) sent from a voltage source and pulse generator. The verifier receiver
terminal (red frame) combines an optical spatial switch and fiber polarization controller to create
a half-waveplate (HWP) oriented at 22.5◦, a polarizing beam splitter (PBS), and fiber-coupled
combiners. This allows for deterministically distinguishing between the arrival qubit states (|ψ〉
and

∣∣∣ψ⊥
〉
). Two single-photon avalanche detectors (SPAD) are placed at the end of the circuit to

record the detection events. Electrical signals also manage the quantum receiver (Ṽ ) sent from
a pulse generator to control the EO switch allowing the verifier to choose between the two mea-
surement bases (the standard or Hadamard).
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To summarize, having presented the analyzed quantum tokens protocol includes the bank’s
procedures for preparing the quantum tokens and their verification, the design and implementa-
tion of a chip-to-chip system are demonstrated for practical photonic QM (as a quantum token)
relying on classical verification, which is also compatible with the tokenized scheme for mes-
sage authentication code. Two guided-wave optics devices were designed for quantum state
preparation and classically verification. The transmitter and receiver serve as a trusted holder’s
quantum card and a verifier’s honest terminal, respectively. The qubits were realized with a set
of polarized optical discrete waveguide modes. While the transmitter was utilized for preparing
the encoded qubits of the quantum token state to be sent to the verifier’s terminal, the receiver
was used to apply quantum measurements to the arrival states either in the standard basis or in a
different basis (i.e., Hadamard). Finally, an experimental setup is planned to provide a suitable
quantum optical tokens environment using available fiber-coupled guided-wave optics compo-
nents operating in telecommunication wavelengths to realize the proposed integrated photonic
circuit.

3.3 Polarization Manipulation via Twisted Dielectric
Waveguide

Polarization manipulations have always played an essential role in various photonic systems
ranging from optical technologies such as telecommunication over spectroscopy and biosensing
to quantum information encoding. Typically, manipulating the polarization state of light is real-
ized in free-space utilizing conventional bulk optical waveplates. However, on-chip polarization
controlling and manipulating using integrated waveguides are nontrivial and remain to be ad-
dressed. These applications were never demonstrated with a 3D optical waveguide structure
immersed inside a glass having a weak RI contrast step between the core and the cladding.

Twisting optical geometries can provide more degrees of freedom in manipulating propagat-
ing light characteristics. In this work, I take advantage of the nature of EM wave propagation
in optical waveguides [1, 2] and the novel method for femtosecond laser writing of optical glass
waveguides [13] to allow the design of an on-chip waveguide type waveplate device. One can
manipulate the polarization state of an optical guided-wave by utilizing a unique 3D integrated
waveguide geometry - with a varying cross-section shape along the propagation direction of the
light. The twisted waveguides were tested with monochromatic laser sources in both the NIR and
visible regions to demonstrate the feasibility of polarization manipulation via a 3D laser-written
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waveguide in the weakly guiding regime that has a small index step. Parts of this section have
been published in Ref. [13], where further details can be found.

3.3.1 Design of 3D Twisted Rectangular Guided-Wave Structure

The proposed device is a 3D dielectric waveguide with varying cross-sections and sizes
along the optical axis, aiming to manipulate the polarization state of propagating light. The
concept of the studied 3D optical waveguide structure geometry is depicted in the schematics of
Fig. 30. A buried channel waveguide (a.k.a. wire waveguide) consists of a core and cladding;
the waveguide core possesses a higher RI ncore and is buried in a lower RI nclad medium so-
called cladding. The unique 3D buried waveguide comprises three successive regions: a straight
y-aligned rectangular waveguide region at the input, a twisted waveguide region at the middle
with a rotated rectangular cross-section shape, and a straight x-aligned rectangular waveguide
region at the output. While the twisting length of the middle region is lt, each straight waveguide
at the input/output has a length of ls; thus, the total waveguide length is lwg = lt +2ls. The z-axis
(longitudinal direction) points along the optical axis of the propagating mode supported by the
waveguide. The schematic of the inset in Fig. 30 shows the twisted waveguide core with smooth
counterclockwise rotation by θt = 90◦ along the propagation direction of the light directed to
the optical axis. In particular, the rectangular cross-section shape at the input rotates around the
z-axis by a twisting angle θt with respect to the xy plane at the input facet of the waveguide -
where the y-aligned rectangular facet rotates 90◦ to become an x-aligned rectangular facet. The
length of the twisted waveguide region required to achieve a certain twisting angle θt is denoted
by the twisting length lt.

Numerical simulators are essential in designing and developing SM and multimode optical
waveguides with various complex cross-section geometries. A full-wave simulation of the stud-
ied single 3D rectangular waveguide can be handled well by the COMSOL Multiphysics plat-
form based on the finite element analysis method; in the wave optics module utilizing the beam
envelopes interface. The numerical model’s computational domains consist of the waveguide
structure geometry with θt = 90◦, as shown in Fig. 30; the light propagates in the z-direction.
Since the electric field in the cladding is decaying exponentially as a function of the distance from
the core-cladding interface (detailed in section 2.1.1), considering large enough cladding - the
field of confined modes has an extremely small value at the exterior boundaries (lower than -100
dB). Therefore, perfect electric conductor boundary conditions could be applied at the exterior
boundaries of the y- and x- aligned rectangular straight waveguides (i.e., cladding boundaries).
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In contrast, scattering boundary conditions can be used at the exterior boundaries of the twisted
waveguide; to avoid back reflection of the outgoing wave from the exterior boundaries of the
computational domains. Namely, these boundary conditions make the exterior boundaries trans-
parent to the outgoing waves.

Figure 30 | The structure geometry of the studied twisted dielectric rectangular waveguide.
3D schematic representation of a single buried waveguide composed of a twisted waveguide
region with a twisted length of lt, sandwiched between two straight rectangular waveguide re-
gions: y-aligned at the input and x-aligned at the output, each with the length of ls. The single
buried channel waveguide consists of a core (blue) with RI ncore and cladding (gray) with a
lower RI nclad. The wavevector k (red arrow) indicates the propagation direction of the light.
The zoom-in shows the twisting waveguide core, at the middle waveguide region, with a smooth
counterclockwise rotation by of 90◦ along its length in the z-direction.

Fabrication of complex 3D waveguide geometry, such as the studied unique twisted waveg-
uide, can be achieved via the femtosecond-laser writing technique [142–144]. Due to the novel
ability to finely control cross-section size along all transversal axes [13], waveguides with var-
ied cross-section shapes and sizes along their length can be easily and efficiently created. The
technique makes it possible to draw 3D optical waveguide paths inside transparent materials,
generally using femtosecond laser pulses and multiphoton nonlinear effects to form the waveg-
uide RI profile. Most femtosecond laser writing of optical-fiber-compatible glass waveguides are
weakly guiding waveguides with a small index step, ∆n, between the waveguide core and the
cladding. The weak RI contrast (i.e.,the RI difference between the waveguide core and cladding
∆n = ncore − nclad) in the weak-guidance approximation follows ∆n/ncore << 1. In order
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to study and examine the 3D structure of the proposed waveguide configuration in optical glass,
as shown in Fig. 30, laser-written waveguides were fabricated in borosilicate glass (Corning
EAGLE 2000) samples by our collaborators. Comprehensive details about the fabrication of
femtosecond direct laser-written waveguides in glass done by our collaborators are present in
Ref. [13].

Figure 31 | Modal analysis of guided modes through SM and multimode waveguides. a-b,
The calculated mode effective index as a function of the waveguide core width at a wavelength of
1550 nm for BK-7 glass (a) and fused silica glass (b) waveguides. The inset shows a schematic
cross-section of the waveguide structure with a fixed waveguide core height of 4 µm. The solid
black vertical lines indicate the upper bound of the SM region. The solid black horizontal lines
indicate the cutoff of themodes, neff > nclad. For BK-7 glass (a), the cladding RI isnclad = 1.51,
and consider waveguide core RI ncore between 1.513 (dashed curves) and 1.515 (solid curves).
For fused silica glass (b), the cladding RI is nclad = 1.45, and consider waveguide core RI ncore
between 1.453 (dashed curves) and 1.455 (solid curves).

Two of the leading material platforms widely applied for the fabrication of photonic struc-
tures in transparent optical materials are fused silica glass (SiO2) and borosilicate glass (BK-7).
Empirical relationships between RI n(λ) and wavelength can usually determine the dispersion
of light in typical transparent media [129, 145]. Consider the telecommunication C-band to
take advantage of the lower loss at a wavelength of 1550 nm commonly used in optical com-
munication systems. If using a SiO2 glass substrate, the RI of the cladding is nclad = 1.45,
whereas using a BK-7 glass substrate, the RI of the cladding is nclad = 1.51. Since it is not
always possible to accurately implement a particular RI change when creating such waveguides,
the RI of the waveguide core needs to be evaluated for numerical modeling taking into account
changes in the transparent medium due to the fabrication process [146–149]; particularly in cases
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where the waveguide design parameters are required before fabrication. These parameters can
be estimated more accurately in future work by characterizing the RI profile of fabricated waveg-
uides, as pointed out in Ref. [13]. Thus, a solid waveguide core RI was considered in the range
ncore ∼ [1.513, 1.515] for BK-7 glass and ncore ∼ [1.453, 1.455] for SiO2 glass to simplify mod-
eling these waveguides before fabrication. It is worth mentioning that the actual RI profile of
the fabricated waveguides is nontrivial, as observed in Fig. 2c in Ref. [13]. Therefore to further
simplify the modeling of these waveguides, we used step-index approximation of the waveguide
geometry. Namely, in the simulation, the waveguide core RI was considered uniform (i.e., solid
core) and equal to the average of the actual RI in the core.

Before embarking into designing a rectangular waveguide where the light is confined in both
transverse dimensions (i.e., the horizontal and vertical transversal directions), one can focus on a
slab waveguide that confines the guidedmode in a single transverse dimension to acquire a funda-
mental understanding of desired design parameters for optical waveguide. The mode properties
of a waveguide are typically characterized in terms of a dimensionless normalized waveguide
parameter. The normalized frequency (a.k.a. V number) of a step-index slab waveguide is given
by:

V m
c = 2π

λ
dh

√
n2

core − n2
clad (3.10)

where dh is the height of the waveguide core (a.k.a. the core thickness), λ is the vacuum wave-
length, and ncore and nclad denote the RI of the core and cladding, respectively. Symmetric slab
waveguide’s TE and TM modes have the same critical cutoff condition: V m

c = mπ for themth

TE and TM modes. Because the fundamental mode (TE0/TM0) cutoff occurs at zero thickness
(V 0

c = 0), neither fundamental TE nor fundamental TM modes in a symmetric waveguide ex-
hibit a cutoff. Thus, if the waveguide parameter is below V 1

c < π, only the fundamental TE and
TM modes can be supported by the waveguide. The waveguide core height was chosen as the
optimal tradeoff between the compactness for easy fabrication and achieving only the first-order
mode in the vertical direction of the designed waveguide; therefore, the waveguide thickness
was fixed to 4 µm.

Proceeding further, a numerical mode analysis was employed to study the variations of the
mode effective index with the width of the rectangular waveguide. That allows the designing
of both SM and multimode waveguides. The waveguide core width dependency on the mode
effective index neff at a wavelength of 1550 nm is shown in Fig. 31 for both material platforms.
As seen from Eq. (2.1), confined modes are possible only when the waveguide core possesses
the highest RI (i.e., ncore > nclad) so that the guiding condition can be satisfied. Hence, the
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case of interest is when the mode effective index ranges between the RI of the core and cladding
nclad < neff < ncore. In this case, the energy carried by these modes is confined to the vicinity
of the waveguide core. Generally, higher effective index modes, where the fundamental mode
has the highest effective index, are more tightly confined to the waveguide core and have more
rapidly decaying evanescent tails (as detailed in section 2.1.1). The horizontal black solid lines in
Fig. 31a-b represent the cutoff condition, neff > nclad, where the modes having effective index
below the cladding RI are not guidedmodes and refer to the radiation modes of the waveguide. In
addition, designing SM or multimode waveguides is achievable by analyzing the mode effective
index variations at a given wavelength and defining a desired waveguide core width. The black
vertical lines in Fig. 31a-b indicate the SM operation regime (the left region from the line),
which denotes the maximum value of the waveguide core width with a fixed core height of 4 µm
- allowing the waveguide to support only the fundamental mode. In particular, the cutoff of the
2nd order mode defines the upper bound of the SM region.

Figure 32 | Optical guided modes via the twisted rectangular waveguide structure. The
simulated normalized mode intensity spatial profiles of the first two order modes supported by
the waveguide at a wavelength of 1550 nm for different positions along the propagation direction
of the light: at the input (right column), middle (middle column), and output (left column) of the
twisted waveguide, with a twisting angle of (θt = 90◦) and a twisted length of ltwist = 1.4 mm.
Each row corresponds to a different order mode: the fundamental (upper row) and the 2nd order
(bottom row) guided modes.
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The specific design parameters of the SM and multimode twisted waveguides employed for
the femtosecond laser-written fabrication are summarized in Table 3.2. These rectangular waveg-
uides support a discrete number of guided modes which can be grouped into two families: quasi-
TE (a.k.a. TE-like or Ex

mn) and quasi-TM (a.k.a. TM-like or Ey
mn). The sub-indices m and n

(integers) indicate the number of crossings of each field component with the x-axis and y-axis
inside the core, respectively. For a small RI step ∆n between the waveguide core and cladding
(i.e., under the weak guidance approximation ∆n/ncore << 1), along with the symmetry of the
transversal cross-section shape of the waveguide, the solution for the quasi-TE modes coincides
with those of quasi-TM, as shown in Fig. 31. This behavior indicates that the TE/TM guided
modes having the same order are almost degenerate. While degenerate modes have the same
propagation constant value β, they are characterized by different polarization and other main
field components. Thus, both the fundamental quasi-TE and the fundamental quasi-TM modes
are involved in the SM region in which the cutoff of the 2nd order modes defines the upper
bound. Based on the results shown in Fig.31, it is possible to design either a SM or a multitude
waveguide supporting a particular number of modes by adjusting the waveguide core width. For
instance, a SM waveguide can be achieved by configuring the cross-section sizes to 10 µm × 4
µm (represented by the black vertical dashed lines in Fig. 31). Conversely, by configuring the
cross-section sizes to 20 µm × 4 µm (represented by the red vertical dashed lines in Fig. 31),
the waveguide can support the 2nd order of TE and TM modes. In comparison, the waveguide
can support the 4th order TE and TM modes by configuring the cross-section sizes to 50 µm
× 4 µm (represented by the blue vertical dashed lines in Fig. 31). The twisted length of the
waveguide was chosen to be the optimal tradeoff between the compactness to losses of the de-
signed device. A parametric sweep was performed in the numerical model to allow modifying
the twisted length value for choosing an appropriate length. The transmittance at shorter twisted
lengths (lt < 0.65 mm) decreases due to the rapid rotation of the waveguide shape and causes
the scattering of light from all waveguide core boundaries. Conversely, as the twisted length
increases from lt = 0.65 mm to lt = 1 mm, light scattering from the core boundaries decreases;
consequently, the transmittance gradually increases. For twisted length in the range of lt > 1
mm, the observed transmittance was maintained above 90%. Moreover, by adjusting the dimen-
sions of the twisted waveguide, such as the twisted length and the total waveguide length, one
can achieve optimal performance at desired wavelength(s), as pointed out in Ref. [13].
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Table 3.2 | Design parameters of the twisted rectangular waveguides in borosilicate glass.

Waveguide Core cross Twisted Fundamental
Class section (µm)2 Length (mm) mode neff

Single-mode 4 × 10 1.4 1.51143
Multimode 4 × 20 1.4 1.51195

Figure 33 | Propagation dynamics of confined light via a twisted waveguide. a, Calculated
normalized fundamental mode intensity profiles at the input and output of a 90◦ twisted waveg-
uide at a wavelength of 1550 nm. The transversal cross-section sizes are 20 µm × 4 µm. b,
Modal mode intensity profiles of the fundamental quasi-TE mode (right) for a twisted waveg-
uide with a twisted length of 1.4 mm. The fundamental quasi-TM mode (left) evolution as it
propagates via the twisted waveguide.

In order to search for the possibility of on-chip passive polarization manipulation of guided
linear polarized light via a twisted waveguide, a waveguide having a 90◦ rotated rectangular
shape was numerically simulated, as shown in Fig. 32 and Fig. 33. The light propagates along
the waveguide, twisting uniformly along its optical axis with a twisted length of 1.4 mm and
transversal cross-section sizes of 20 µm × 4 µm. A monochromatic TE polarized light was
injected into the y-aligned rectangular facet of the twisted waveguide. As shown in Fig. 32,
when monochromatic TE polarized light was injected from a y-aligned rectangular facet, the
mode profiles obtained at the output of the waveguide were rotated 90◦ to become x-aligned.
Moreover, when a fundamental quasi-TE polarized light was excited at the input of the twisted
waveguide, a significant component of quasi-TM mode was observed at the output, as depicted
at the bottom of Fig. 33. The modal analysis of the fundamental guided modes in the twisted
waveguide exhibits that a twisted waveguide inside a glass configuration can achieve rectangular
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beam rotation. When light propagates along the waveguide, twisting uniformly along its optical
axis, the optical guided modes shape experiences an adiabatic evolution, as pointed out in Ref.
[13]. On the other hand, the polarization of the photons also changes as they travel through the
twisted region, as evidenced by the fundamental quasi-TM mode evolution as it propagates via
the twisted waveguide when the quasi-TE mode is excited at the input.

3.3.2 Experimental Evidence of On-Chip Polarization Manipulation

The twisted waveguides were fabricated using the new method for femtosecond laser writ-
ing of optical waveguides in transparent glass, as reported in Ref. [13]. The optical system was
constructed in a cleanroom environment at the ’Light-on-a-Chip’ group, providing a controlled
environment that minimizes the amount of background light to which the samples are exposed. In
order to demonstrate the feasibility of waveguiding polarizationmanipulation, the twisted waveg-
uide was tested using a polarization-controlled experimental setup - schematically shown in Fig.
34. The experimental measurements involved two different illuminations, allowing wavelength
interrogation in two spectral regions, visible and NIR. Namely, the twisted waveguide was tested
with linear polarized 637 nm and 1550 nm monochromatic laser sources. The two independent
experimental measurements employed the sources of visible (iFLEX-iRIS CLM, Qioptiq Pho-
tonics) and NIR (KLS1550, Thorlabs). An optical SMF (P11550AFC, Thorlabs) connects the
CW laser source to a protected silver reflective collimator (RC04FC-P01, Thorlabs). This type
of achromatic collimator provides stable focus over a wide range of wavelengths. The collimated
light passes through a polarizer (WP25M-UB, Thorlabs) followed by an iris to achieve 0°/90°
linear polarization states of the light. Then, the beam was focused on the input waveguide facet
using a ×40 infinity-corrected imaging MO (RMS40X, Olympus). Namely, the coupling-in was
performed via the focusing MO. The waveguide sample was mounted on a 4-axis piezoelectric
stage (MBT402D, Thorlabs), allowing flexibility to adjust the incident light accurately to the
waveguide input facet. A top view of the twisted waveguide was imaged for accurate inspection
and characterization - using a stereo microscope (Stemi SV 6, ZEISS) and a camera (Axiocam,
ZEISS) whose axis pointed perpendicularly to the twisted sample.

The transmitted light was collected from the output facet of the waveguide via a ×100 MO
(LD EC Epiplan-Neofluar, Zeiss), passed through a further polarizer and an iris, and directed to a
50:50 beam splitter (CCM1-BS015, Thorlabs) that splits the beam of light into two optical paths.
Considering the polarization dependence of the BS (see Ref. [150]), an appropriate normaliza-
tion was performed in the corresponding observed mode profile images. It is worth mentioning
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that the back focal point iris was placed to block the diffracted light from both the transparent
sample and the optical system. Due to locating the waveguide one focal length away from the
MO (4 mm), the transmitted optical signal from the waveguide can be imaged at infinity. Thus,
the transmitted beam through the beam splitter was focused on a VIS-SWIR high-sensitivity
imaging camera (NINOX 640 II, Photonics) using a lens (NBK-7 Plano-Convex, Thorlabs) with
a focal length of 125 mm. The effective magnification of the MO is 75.76 due to the combining
optical elements from different manufacturers. The dimensions of the camera sensor and the sys-
tem magnification determine the dimensions of the sample area; then, the image area is 126.72
µm×101.24 µm. For the field intensity imaging of the optical mode of twisted waveguide, the
camera was configured with fixed gain (0.001 dB) and exposure time (1.511 msec) to achieve
optimal image brightness. In the case where the reference straight waveguide was tested, the
camera configuration was preserved. Reconfiguring the camera would affect the image bright-
ness, so the comparison between twisted and reference straight waveguides would be arbitrary
or require appropriate normalization.

Concurrently with the imaging mode profiles of twisted and reference straight waveguides
utilizing the camera, the reflected beam from the beam splitter was collected by an optical power
meter. The two polarizers were placed before and after the waveguide sample and used for the
polarization conversion measurement. Specifically, these polarizers were placed with relative
angles of 0◦ and 90◦ to each other - to characterize the polarization-maintaining and the polar-
ization conversion, respectively. When the polarizer transmission axis and input polarization are
parallel (i.e., 0◦ relative angle), the transmission of a linearly polarized input is at its maximum.
In contrast, the transmission is at its minimum by rotating the polarizer 90◦, i.e., the transmis-
sion axis and input polarization are perpendicular. In addition, before the laser-written twisted-
and reference straight-waveguides were characterized, an SMF was tested for the optical system
calibration. The light emitted from SMF passed via the first polarizer, and the coupling-in was
performed via the focusingMO. The SMF’s transmission was measured by fine-tuning and align-
ing the optical elements in the system. When the optical power meter indicates zero counts, the
relative angle between the transmission axis and injected linearly polarized light is 90◦. How-
ever, when it indicates the maximum value, the relative angle between the transmission axis and
injected linearly polarized light is 0◦. Besides, the field intensity imaging of the guided mode
supported by the typical SMF at a wavelength of 1550 nm was utilized to improve and reduce
the imaging system’s aberrations.
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Figure 34 | Schematic diagram of the experimental setup for waveguide polarization mea-
surements. Monochromatic light emitted from single-mode fiber (SMF) is collimated, linearly
polarized, and then focused on the input waveguide facet. The transmitted light is collected from
the output waveguide facet using a microscope objective (MO), passed through a polarizer, and
split into two optical paths by a 50:50 beam splitter (BS). The reflected beam is directed to a digi-
tal optical power meter (PM). At the same time, the transmitted beam is focused on a VIS-SWIR
camera.

In many cases, controlling the polarization state of the incident light is necessary, the same
as required in the examined polarization-controlled experiments. A notable optical technique to
couple light into an optical waveguide is starting with a beam in free-space and then using a lens
to refocus the light onto the input facet of the tested waveguide. The full-wave simulation of the
free-space SMF-to-waveguide coupling system was handled well by the COMSOLMultiphysics
platform based on the finite element analysis method; in the wave optics module utilizing the
beam envelopes interface. Fig. 35a shows the computational domains constructing the numerical
model that properly represents the optical elements included in the coupling method used in
the experimental setup (as depicted in Fig. 34). These include (from left to right) an SMF
tip corresponding to the SMF connected to the laser source used in the experimental setup; two
concave lenses placed in free-space between the fiber and waveguide analogous to the collimator
andMO; and a waveguide tip corresponding to the fabricated laser-written waveguide. While the
first lens was introduced to collimate the light emitted by the fiber, the second lens was placed
to refocus the collimated light on the input facet of the waveguide. The spatial distribution
of the normalized electric field at a wavelength of 1550 nm is shown in Fig. 35a when the
lenses are placed at a position for minimum coupling loss. The SMF is placed at the back focal
point of a lens resulting in a collimated beam at its output. When the light is output from the
collimating lens, it converges slightly to that beam waist; then, the beam diverges at the same
rate in the Rayleigh range (until the beam diameter continually increases). A converging beam
(beam comes to a focus) is obtained when the light is output from the focusing lens - the beam
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diameter gradually decreases to that beam waist. The calculated transmittance and reflectance
as a function of the focusing lens position at a wavelength of 1550 nm are shown in Fig. 35b.
In addition, the transmittance and reflectance wavelength dependence is shown in 35c when the
lenses are placed for minimum losses. One can see that the coupling loss is minimized (and as a
result, the transmittance is maximized) - when the lenses shifted 5 µm closer to the waveguide
tip and SMF end than the ideal focal length of the lenses. Namely, the collimating lens position
is modified by 5 µm closer to the SMF tip, whereas the focusing lens is shifted closer to the
waveguide tip with the same distance. The appropriate positions of the lenses allow more energy
to couple into the waveguide.

Figure 35 | Numerical simulation for the free-space SMF to waveguide coupling system. a,
Visualization of the end-to-end expanded beam coupling system shows the normalized electric
field distribution at a wavelength of 1550 nm. In order to achieve minimum optical losses, the
lenses are placed in the optimal position between a single-mode fiber (SMF) -end and the waveg-
uide tip. The wavevector k (blue arrows) indicates the propagation direction of the light. b-c,
The dependent of the focusing lens position (b) and wavelength (c) on the transmittance (orange)
and reflectance (blue) for optimizing the coupling efficiency.

In order to assess the possibility of on-chip passive polarizationmanipulation of guided linear
polarized light via a twisted waveguide, polarization-controlled experiments were carried out for
both twisted and reference straight waveguides. The laser-written waveguides were tested with
linearly polarized light; emitted from either 637 nm or 1550 nm monochromatic laser sources.
Fig. 36 shows the experimental results indicating the capability and feasibility of polarization
state manipulation of the guided light via a twisted waveguide with a θt = 90◦ twisting angle
and twisted length of lt = 1.4 mm. Both twisted and straight waveguides have cross-section
dimensions of 20 µm × 4 µm and a total length of 10 mm. The results show that the designed
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twisted dielectric waveguide enables the polarization state rotation of linearly polarized laser
light during its transmission via the twisted region. Concurrently with these results, a twisted
dielectric waveguide with a rotated rectangular transversal cross-section shape enables on-chip
rectangular beam rotation of transmitted laser light at both tested wavelengths. As shown in
Fig. 36a-b, a higher-order mode was observed for guided laser light at 637 nm, whereas the
fundamental mode was observed for guided laser light at 1550 nm.

Figure 36 | Experimental results of on-chip polarization manipulation via a twisted rect-
angular waveguide buried inside a transparent glass. a-b, Polarization-controlled measure-
ments for straight waveguide (top) and 90◦ twisted waveguide (bottom) with 1.4 mm twisted
length. Both waveguides have cross-sections of 20 µm × 4 µm and a total length of 10 mm.
Imaging guided mode profiles obtained from the buried waveguides facet for a particular out-
put polarization state (TE/TM); when monochromatic TE polarized laser light incident upon the
waveguides input facet at wavelengths of 1550 nm (a) and 637 nm (b).

When light propagates along the waveguide, twisting uniformly along its optical axis, the
optical guided modes shape experiences an adiabatic evolution. On the other hand, the polar-
ization of the photons also changes as they travel through the twisted region. The comparison
between the twisted and reference straight waveguides for both the 637 nm laser and 1550 nm
laser is shown in Fig. 36a-b. As seen in the obtained mode image profiles, the straight waveguide
maintained the same polarization state of guided laser light at 1550 nm. On the other hand, the
twisted waveguide could convert the polarization state with an efficiency of nearly 43%. When
monochromatic TE polarized light was injected into the twisted waveguide, significant power
in TM mode was observed at the output, as depicted in the bottom images of Fig. 36a. How-
ever, the power in the TM output mode was slightly lower than in the TE mode supported by
the twisted waveguide. The results for the twisted waveguide with 1550 nm laser show good
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correspondence with results with 637 nm laser - significant power in TM mode was observed
at the output, as depicted in the bottom images of Fig. 36b. The power in the TM output mode
was slightly higher than in the TE mode supported by the twisted waveguide. The proposed 90◦

twisted waveguide can be generalized to implement an arbitrary rotation of the guided modes
supported by the waveguide - by adjusting its twisting angle and RI contrast between the waveg-
uide core and the surrounding medium [13]. In addition, by adjusting the design dimensions of
the twisted waveguide (e.g., twisted length, total waveguide length, twisting angle, etc.), one can
achieve optimal performance at desired wavelength(s), as pointed out in Ref. [13].



CHAPTER4
Conclusion

The main aim of the research activity in the present thesis was to investigate novel on-chip
configurations for unique functionalities. The major contributions of this research include:

• MXene-based all-optical nonlinear AF for photonics-based deep structured learning.
Two independent all-optical nonlinear AF configurations were numerically explored and
experimentally demonstrated via fabricated Ti3C2Tx MXene thin films and MXene over-
layers on an optical waveguide. This allowed to achieve all-optical nonlinear transform
functions via the devices’ optical responses in the cases of: 1) evanescent excitation, and 2)
free-space illumination. Photonics deep structured learning emulation showed compatible
performance of the studied all-optical activationmechanisms, in terms of accuracy and loss
as a function of epoch with respect to the well-established and commonly used nonlinear
AFs in deep-learning applications. A similar concept utilizing the studied nonlinear AFs
can be applied to implement numerous machine learning applications and other complex
tasks. The MXene-based all-optical nonlinear AF demonstrated in this work may open the
door to the MXene-platform development of efficient and high-speed optical computation
for photonic NNs.

• On-chip classically verifiable photonic quantum money. A chip-to-chip system based
on a set of optical discrete waveguide modes and fundamental guided-wave optics building
blocks has been proposed and demonstrated for the feasibility of preparing and verifying
quantum photonic tokens. Whether QM with optical guided-wave modes can be realized
in practice remains to be verified by experiments with the possibility of near-future im-
plementations of quantum memories. However, the presented scheme can also pave the
way for other practical notions, such as quantum message authentication code. It may also
open new perspectives for implementing other desired quantum cryptography and quan-
tum information applications.

• Twisted dielectricwaveguide for on-chip polarizationmanipulation. A3D laser-written
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waveguide structure immersed inside a transparent glass, with a weak RI contrast, was ex-
plored to manipulate the polarization state of the propagating light. The polarization of the
photons traveling along the twisted waveguide region gradually transforms during their
transmission via the 90◦ twisted rectangular waveguided core. By adjusting the design pa-
rameters of the twisted waveguide, a similar concept can be applied to realize a waveguide-
type rotated waveplate - that achieves optimal polarization conversion efficiency at desired
wavelengths across wide bands, from visible to NIR regions.



CHAPTER5
Future Scope and
Perspectives on Studied
Topics

Having presented my studies’ results, demonstrated and analyzed my findings, and summa-
rized the thesis through the preceding chapters, I would like to propose the following ideas for
possible future studies in the field of integrated photonics architectures for efficient light manip-
ulation on a chip. The major future directions in the fields of this research may include:∫

Photonic-based deep structured learning.

• Many deep structured learning models have used the Softmax function at the final hid-
den layer before the output layer. Even so, a photonic Softmax realization has not been
placed. In particular, the Softmax function is used to transform the incoming input values
zj (j=1,2...n), generated at the ith neuron with k neurons in the layer, to probabilities dis-
tribution follows: fi(XOIU) = eXOIU

i/(
∑k

j=1 e
XOIU

j ). Namely, the remainders receive
a much lower value when one input receives a high value (i.e., proportional to the expo-
nentials). Therefore, my idea for Softmax optical implementation is based on integrated
photonic circuit combined mesh of photonic combiners, and all-optical nonlinear AF simi-
lar to the one proposed in this study. By passing the output of an individual neuron through
elu-like AF, one can implement the function’s numerator. In the same way for all the other
neurons output and mesh of optical combiners to sum these signals, one can implement
the function’s denominator. Thus, the results of subtracting these two measured optical
signals can be achieved by applying the logarithmic functionality.

• Advancements in deep learning applications include huge datasets and complex calcula-
tion models, which require considerable computational resources and a long processing
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time for the training phases to reach their stage of being applicable. Hence, slow back-
propagation and large energy consumption limit the advances of photonic deep structured
learning applications. Since photonic-based NNs exhibit novel computational approaches,
they also enable unique methods for training their parameters (i.e., weights optimizing).
Therefore, developing and experimentally demonstrating novel methods for training these
models is demanded. While there have been individual demonstrations of directly obtain-
ing the parameters’ gradient by employing forward propagation phases and the finite dif-
ference method [87], gradients computation via in situ intensity measurements and adjoint
variable method [151], and the neuroevolution technique [152] in self-learn the weights of
photonic-based NNs, practically and efficiently realization for training the all-optical deep
structured learning architectures still remains an open challenge in realistic use cases.

• In order to be scaled the photonic deep structured learning approaches for large-scale de-
ployment, both high and low levels of system design are required. To this end, a new
processing platform of photonic chip-level that incorporates approaches of both EM simu-
lations and photonic NN model emulations must be suggested. Namely, a comprehensive
hybrid system of tools and resources that can simulate an optical NN considering the light-
matter interactions in different elemental devices of the model to create accurate computa-
tions. These include verification techniques to modify the NN model’s parameters and the
actual physical devices’ characteristics. Achieving this goal may open the door for pushing
the state-of-the-art photonic-based deep structured learning applications to develop vari-
ous future complex models efficiently.

∫
On-chip quantum money as quantum token.

• The vital missing ingredient for realistic use cases of numerous quantum communications
and quantum computing applications and to advance many quantum systems is quantum
memory that can store the photons’ quantum state and reproduce it on demand. Currently,
media-based (e.g., atoms, molecules, and others) is the most promising physical approach
to the realization of state-of-the-art of quantummemories. These approaches’ mechanisms
are characterized by either optically controlled or external electric or magnetic field adjust-
ments. These approaches’ mechanisms are characterized by either optically controlled or
external electric or magnetic field adjustments. Considering the availability of numerous
MXenes with a wide range of chemical characteristics which provide a broad range of EM
properties and optical properties covering the wavelength from UV to IR, MXenes are the
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first choice for several applications from EO devices through plasmonics applications to
energy storage. But, can the MXenes family also provide a suitable platform for the future
generation of quantum memory devices?

• Besides the fact that qubits can be realized by utilizing the first order of TE- and TM-
polarized guided modes, as proposed in this work, polarization diversity systems can also
be used for both holder chip and verifier terminal chip. A similar concept can be applied to
encoded different orders of waveguide modes as qubits for one polarization only (instead
of both TE and TM modes). This requires multimode waveguide construction with mode
multiplexer/demultiplexer, which might be carried out via a parallel mode coupler with
two different waveguide widths. Developing various quantum functionalities with guided-
wave optics may open new perspectives for practical quantum cryptography and quantum
information applications.
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   תקציר

מדע של  המשמעותיות  הדרך  מאבני  אחת  היא  משולבת  והפוטוניקה.  - האלקטרו  י פוטוניקה  אופטיקה 

אופטו התקנים  מכילה  זו  על -פלטפורמה  האור  -אלקטרוניים  של  ובמניפולציה  בשליטה  העוסקים  שבב 

של   המסורתיים  הביצועים  על  העולים  יתרונות  להשיג  שמטרתם  יישומים  עבור  משולבים  במעגלים 

משכו עניין רחב והובילו לניצול    , הספק נמוך אלה  ות האלקטרוניקה. ארכיטקטורות מהירות במיוחד ובעל

מחקר, כולל תקשורת אופטית, מחשוב אופטי, עיבוד    ושדות אפשרי במגוון רחב של תחומים מסחריים  

 רבים אחרים. תחומים  אופטי, קריפטוגרפיה ועוד -מידע קוונטי 

- כיהמבוססות על מוליכיצד ניתן להשתמש בתצורות    ולמדתי  בעבודה זו, חקרתי כיוונים חדשים שונים

ייחודיות. יישום  עבור  אופטיים    יםגל אופטיות  באינטראקציות   פונקציות  שימוש  ידי  ב - אור  על    - וחומר 

Ti3C2T𝑥  מ( שפחת  מ דו מימדיMXenes  ) שתי גישות  באופן ניסיוני  , הדגמתי  הקרוב  אינפרא אדוםה בתחום

העשוי  ( מוליך גל  1נוירון בשתי תצורות:  הלא ליניארית של  ה  השיפעול פונקציית  אופטי של  חדשות ליישום  

  ה דק   שכבה (  2-ו שטח העליון של מוליך הגל על גבי המ  שהונחה  , MXeneשל פתיתי ה  סיליקון עם שכבמ

יכולות לשמש כיחידות לא ליניאריות ביישומים    כפי שהוצעו תצורות  העל מצע שקוף.    השהונח  MXene  של

, שבהן ניתן לתכנן את פונקציית ההעברה הלא ליניארית בצורה  מכונה-ימודארכיטקטורות ל של  אופטיים 

ן של התצורות,  והיתכנות  ן . יכולתשלהן   מבלי לשנות את המבנה הפיזי  , גמישה בהתאם לאורך גל ההפעלה

לעיל,  לפונקציות    שהוזכרו  בהשוואה  ליניאריות  שיפעול  נבחנו  תוכנההלא  בשימוש    מבוססות  המצויות 

כדי  ב  , מכונה-לימוד  שלעצמאיות    תוך שימוש בשתי ארכיטקטורות   ,ידי ביצוע משימות סיווג   על זאת  .  נרחב

משימות    ליישם  כדי  גם  בטכניקה זו ממש   ניתן לעשות שימוש  לאפיין את הביצועים שלהן במונחים של דיוק. 

 מכונה. -שרירותיות של לימוד 

זו,   עבודתי  קונסטרוקציה  במסגרת  בניין  המבוסמעשית  ת  פוטוני תכננתי  אבני  על  פוטוניקה סת  - של 

. מימוש הקיוביטים נעשה  ( קוונטיים  ' אסימונים ' כ)שבב  -קוונטי על הכסף  הסכימת  יישום  עבור    משולבת 

ההתקנים  של    יםהאופטימלי   ים גל. המבנ המוליך  הנתמכים במקוטבים  אופטיים  ם  אופניקבוצת  באמצעות  

על ידי ניתוח תיאורטי נרחב של מנגנון הפעולה האופטי    ו הושג , מקלטהמשדר וה  - הפוטונים המוצעים  

  בהתקני תוך שימוש    פוטוני האסימון העבור מימוש  טיפוס  -מערך ניסוי לאב תכנון ל . בנוסף, הוצע  הםשל

 . מוליכי גל אופטים ם על מבוססיו , זמינים כיוםה , תקשורת אופטית 

מצב הקיטוב של אור מקוטב לינארי המתפשט  ביצוע מניפולציה על  לי את ההתכנות  נוי ניס  באופן  הדגמתי

השבירה של הליבה לבין   מי במוליך גל בעל מבנה תלת מימדי ייחודי, המקיים יחס ניגודיות נמוך בין מקד

חתך  ו   מעלות  90, בעל זווית פיתול של  המוטבע במצע זכוכית  מפותלמוליך גל  עבור  .  ההתווך הסובב אות

 עם התפשטות האור לאורך האזור המפותל. יחד  קיטוב משתנה בהדרגה  ה מצב  ,רכו ני מסובב לאומלב

  של   אינטראקציותה להבנת    ותהנדרש   ים והגישות הבסיסי   מחקר, הצגתי את המושגים נושא בעבור כל  

מחקר  ה  י להשגת כל יעד  בהן נעשה שימוש השיטות  .  אופטיים  גלים -עם מוליכי   ים חומר המשולבהו- האור

   בתזה זו.הודגמו ונותחו   וניותוניסי נומריות  הבחנותכמו כן  ו , בעבודה זומסוכמים  
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