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Abstract: Celebrating the 20th anniversary of Optics Express, this paper reviews the 
evolution of optical fiber communication systems, and through a look at the previous 20 years 
attempts to extrapolate fiber-optic technology needs and potential solution paths over the 
coming 20 years. Well aware that 20-year extrapolations are inherently associated with great 
uncertainties, we still hope that taking a significantly longer-term view than most texts in this 
field will provide the reader with a broader perspective and will encourage the much needed 
out-of-the-box thinking to solve the very significant technology scaling problems ahead of us. 
Focusing on the optical transport and switching layer, we cover aspects of large-scale spatial 
multiplexing, massive opto-electronic arrays and holistic optics-electronics-DSP integration, 
as well as optical node architectures for switching and multiplexing of spatial and spectral 
superchannels. 
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1. Introduction: taking a 20-year horizon 

Over the previous 20 years, since Optics Express was created in 1997, Internet Protocol (IP) 
traffic in North America has grown by a factor of 10,000; the capacity of IP router blades, 
which make sure that these packets reach their destination host, has grown by a factor of 
1,000; the capacity of wavelength-division multiplexed (WDM) fiber-optic communication 
systems transporting the IP traffic across the globe has grown by the same factor of 1,000; 
and per-wavelength transponder interface rates have grown by a factor of between 10 and 
100. These numbers reflect enormous growth in the demand for data traffic and its supply 
through information and communications technologies, on well understood long-term 
exponential scaling trends, as we shall discuss in this paper. Fitting for the occasion of the 20-
year anniversary of Optics Express, we note that the number of pages published in this on-line 
only journal has grown by an equally impressive factor of 37, with ~900 pages published per 
year in its beginnings, and ~34,000 pages published annually today. 

Adopting a 20-year view, we will review the evolution of optical fiber communication 
systems in this paper, and through a look at the previous 20 years attempt to extrapolate fiber-
optic technology needs and potential solution paths for the coming 20 years. Well aware that 
20-year technology extrapolations are inherently noisy, we hope that taking a significantly 
longer-term view than most texts in this field will provide the reader with a broader 
perspective and will encourage the much needed out-of-the-box thinking to solve the very 
significant technology scaling problems ahead of us. Similar to our companion paper [1], 
which “only” looks a decade into the future, and which may serve as both a complementary 
and an introductory source to the material discussed here, we base our 20-year extrapolations 
on well-established long-term historic traffic and technology growth trends, which we assume 
will continue going forward. Obviously, all exponential growth will eventually saturate, but 
many examples related to information and communications technologies have shown that 
exponential growth (as well as exponential energy reduction) can be maintained for decades 
[1], and even for a century [2]; examples of sustained exponential growth over multiple 
centuries can also be found, e.g., in economics [3]. While human perception is quick to accept 
long-term exponential scaling as a historic fact, there is often significant hesitation associated 
with accepting continued exponential scaling as a likely evolution path into the future. These 
conceptual difficulties likely arise because people tend to focus on the scaling of a given 
technology, while exponential scaling should rather be associated with functional scaling, 
whereby the scaling of a certain technology used to implement a certain function may saturate 
and be replaced by a new technology to continue the scaling of the considered function. 
Examples are the functional scaling of microprocessors, which first involved clock speed 
scaling and then scaling through multi-core architectures; the functional scaling of storage, 
which involved various generations of different magnetic technologies before transitioning to 
semiconductor technologies; and the functional scaling of long-haul transport, which first 
resorted to per-span regenerated time-division multiplexing using a succession of optical 
wavelength ranges over multi-mode, then single-mode waveguides, then incorporated 
optically amplified WDM, and is now shifting to parallel spatial paths. Individual applications 
driving traffic growth also may exhibit saturation, only to be replaced by new applications 
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that continue the scaling of traffic. Should established long-term scaling trends experience a 
pronounced change that prevents their underlying functional scaling at the exponential pace 
that our heavily information and communications centric society has gotten used to, the 
reduced growth is likely to have significant social and/or economic repercussions. These, we 
hope, will be avoided through the inventive spirit of the scientific and engineering 
communities addressed in this paper. In fact, while we expect there to be challenges in scaling 
networks over the next 20 years, we do not foresee any fundamental roadblocks, as we shall 
discuss in this paper. 

When Optics Express was created in July of 1997, the era of WDM systems had only just 
begun in terms of significant commercial deployments. State-of-the-art systems featured 16 
channels at 2.5 Gb/s, at a spectral efficiency (SE) of 0.0125 b/s/Hz. A key performance 
parameter of WDM systems, the SE is defined as the ratio of aggregate system capacity SysC  

to system bandwidth SysB , which for a homogeneous WDM system is equivalent to the ratio 

of the per-channel bit rate ChR  to the frequency spacing ChF  between WDM channels, 

 .Sys Ch

Sys Ch

C R
SE

B F
= =  (1) 

As an alternative to AT&T’s and Ciena’s WDM approach, Nortel introduced a single-
wavelength system at 10 Gb/s as early as 1997 [4]. 

Regarding subsea transmission, the TAT12/13 transatlantic cables had just been 
commissioned. Each cable had 2 fiber pairs and transported a single wavelength at 5 Gb/s per 
fiber over 5,913 km using erbium-doped fiber amplifiers (EDFAs) as repeaters, for an 
aggregate cable capacity of 20 Gb/s; the cable’s aggregate capacity x distance product was 
118 Tb/s.km [5]. 

In record research experiments, an aggregate WDM capacity of 1 Tb/s (55 x 20 Gb/s and 
25 x 20 Gb/s x 2 polarizations) had just been established in 1996, more than 10x the SE used 
in commercial products, cf. Tab.1. (A detailed tabulated account of the progress of multi-
terabit research results through 2007, in terrestrial as well as subsea experiments, is given in 
[6]. Details of commercial lightwave systems up to 2004 are tabulated in [7].) 

Today, 20 years later, commercial long-haul C + L-band lightwave systems carry up to 
192 channels at up to 250 Gb/s on a 50-GHz grid, sporting an aggregate long-haul capacity of 
~48 Tb/s at an SE of 5 b/s/Hz, and for short-reach applications up to 400 Gb/s at 8 b/s/Hz, for 
a total capacity of up to 76 Tb/s [8,9]. The highest-capacity submarine cable, the Pacific Light 
Cable Network (PLCN) carries an aggregate bidirectional 144 Tb/s across the Pacific, with an 
overall capacity x distance product across 6 fiber pairs of 3,686 Pb/s.km (counting both 
transmission directions separately). 

Research records today (cf. Tab. 1) achieve a net per-carrier interface rate in excess of 1 
Tb/s [10–12], and aggregate WDM capacities in single-mode fiber of up to 115 Tb/s have 
been reported [13–15]. Using multi-core fiber, system capacities of up to 10 Pb/s have been 
achieved [16]. Short-reach systems have demonstrated a record-SE of 17.3 b/s/Hz on a single-
mode fiber [17]; capacity x distance products of up to 881 Pb/s.km on a single-core, single-
mode fiber [18] and up to 1,508 Pb/s.km on a multi-core fiber [19] have been 
demonstrated.Looking 20 years into the future, and assuming that computing technologies 
continue their (functional) scaling at ~40%, a conservative assumption based on historic 
scaling trends [1], we extrapolate capacity needs to 2037 as shown in Fig. 1 and summarized 
in Tab 1. We will discuss the detailed technological rationale behind these extrapolations in 
the remainder of this paper, and in particular the role that space-division multiplexing (SDM) 
is bound to play in addition to WDM. 
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Fig. 1. Evolution of commercial optical transmission systems over the past 30 years and 
extrapolations for the coming 20 years (after [1]). 

Table 1. The previous 20 years and an extrapolation into the next 20 years of fiber optic 
systems. (*Record numbers in independent experiments; +Submarine cable capacities, 

counting both directions) 

 1997 2017 2037 
Products Research Products Research* Products 

Interface rate RCh 
2.5 – 10 Gb/s 20 Gb/s 

40 Gb/s pol mux 100 – 400 Gb/s 1.3 Tb/s [12] 2 – 6 Tb/s 
Wavelengths 16 25 – 55 96 – 192 several hundred 16 – 66 

Single 
mode 

CSys 40 Gb/s 1 Tb/s 10 – 76 Tb/s 115 Tb/s [15] 32 – 400 Tb/s 
CSys x L 14.4 Tb/s.km 150 Tb/s.km up to 240 Pb/s.km 881 Pb/s.km [18] 500 Pb/s.km 
SE 0.0125 b/s/Hz 0.27 – 0.4 b/s/Hz 2 – 8 b/s/Hz (flex.) 17.3 b/s/Hz [17] 7 – 20 

Cable+

/SDM 

CSys 20 Gb/s - 288 Tb/s 10 Pb/s [16] 5 – 100 Pb/s 
CSys x L 118 Tb/s.km - 3,686 Pb/s.km 1,508 Pb/s.km 

[19] 
30,000 Pb/s.km 

Router blade 2 x 2.5 Gb/s - 6 x 400 Gb/s - 128 x 6 Tb/s 
Router capacity 24 x 2.5 Gb/s - 120 x 400 Gb/s - 5,120 x 6 Tb/s 

2. The evolution of fiber-optic transport networks 

Signals were first sent through an optical fiber field test system in 1977 [20]. Within months, 
live telephone traffic was transmitted through multimode fibers (MMF) by General 
Telephone and Electronics (GTE, at 6 Mb/s [21]), American Telephone & Telegraph (AT&T, 
at 45 Mb/s [21,22]), and the United Kingdom Post Office (at 8.4 Mb/s [21,23]). Early field 
trials and production traffic carrying fiber-optic systems in other European countries are 
summarized in [24]. Fiber-optic systems developments over the past 40 years can be neatly 
compartmentalized into four major eras of transmission [25,26]: 

(1) the era of regeneration (1977 ~1995), 

(2) the era of amplified dispersion-managed systems (1995 ~2008), 

(3) the era of amplified coherent systems (2008 ~present), and 

(4) the era of space division multiplexing (actively researched since ~2008) 
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Fig. 2. Comparison of products and research records in terms of per-carrier interface rates and 
WDM capacities. The discontinuity in single carrier interface records around 2007 is due to the 
introduction of coherent detection using polarization division multiplexing (PDM). (Figure 
after [27].) 

2.1 The era of regeneration 

The capacity of the early span-by-span regenerated fiber-optic transmission systems depended 
on the transceivers’ interface rates, i.e., the net bit rate that transceivers were able to support. 
Progress in interface rates was painfully slow, not only in commercial systems but also in 
research experiments. Figure 2 shows the roughly 20%/year (or 10 log10(1.2) = 0.8 dB/year) 
improvement in commercial interface rates, which quite remarkably has persisted over more 
than three decades. Research results have been scaling at a slower pace, around 14% per year. 
In 1989 the first commercial opto-electronically regenerated 2-wavelength WDM system 
(each wavelength at 1.7 Gb/s) was introduced, but further progress was limited to increasing 
the data rate from 1.7 Gb/s to 2.5 Gb/s. 

The first optical undersea transmission systems deployed across the Atlantic Ocean 
(TAT8) and Pacific Ocean (TPC3) in the late 1980s were regenerated systems operating at 
1.3 µm and carrying 280 Mb/s on each of its three fiber pairs. TAT9 and TPC4 were the first 
transoceanic systems operating at 1.55 µm with double the capacity of the previous systems, 
but they were also still opto-electronically regenerated. 

2.2 The era of amplified dispersion-managed systems 

Cost-efficient WDM systems clearly would have been impossible without the invention of 
practical optical amplifiers, and in particular of the EDFA as the game-changing enabling 
technology that started this era of optical transmission [28,29]. Note, though, that the 
invention of the EDFA by itself could not have enabled the explosive exponential capacity 
growth of both research and commercial systems depicted in Figs. 1 and 2. Indeed, it was the 
combination of a handful of key inventions in the early 1990s, related to managing fiber 
nonlinearities across the bandwidth provided by EDFAs, that enabled the phenomenal growth 
of 100%/year (3 dB/year) of commercial WDM capacities from the mid-1990s to the early 
2000s, again with research scaling slower than commercial systems, at 78% per year. 
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Fig. 3. (a) Dispersion versus wavelength of SSMF, DSF, and two flavors of TrueWave fiber 
[6,32]; (b) First implementation of a dispersion map [33]. 

2.2.1 Nonlinearity management in amplified WDM systems 

In the early 1990s there were only two commercial transmission fibers available: Standard 
single-mode fiber (SSMF) had a chromatic dispersion (CD) of 17 ps/nm/km at a wavelength 
of 1.55 μm, allowing for 2.5-Gb/s regeneration distances of about 800-1000 km (using chirp-
free sources) and about 100 km (directly modulated lasers), both larger than the attenuation-
limited reach at the time. However, since the dispersion-limited reach shrinks quadratically 
with symbol rate, even chirp-free sources could only support ~60-km SSMF transmission at 
the anticipated 10-Gb/s wavelengths that were needed to support the required capacity growth 
rates. (In the early 1990s, there were no practical CD compensation techniques available, 
especially no broadband ones.) This led to large-scale deployments of dispersion-shifted fiber 
(DSF, nominal zero-dispersion wavelength at 1.55 μm) around the world, led by widescale 
deployments in Japan. However, it was not widely appreciated at the time that the low 
dispersion inherent to DSFs would be fatal in WDM scenarios with closely spaced 
wavelengths, which makes WDM deployments in networks that still include DSF a 
complicated task to this day. Four-photon mixing (FPM), one of a handful of nonlinearities 
present in silica glass [30], thrives in low-CD environments. As a consequence, many closely 
spaced wavelengths produce new wavelengths, called FPM products. In fact, hundreds of 
such FPM products could be produced by less than 10 signal wavelengths. Not only do these 
FPM products rob the original signals of their power, but more importantly, in an evenly 
spaced wavelength scenario, these newly generated FPM products fall at precisely the 
wavelengths of the signals, thus coherently mixing with the signals. This means that FPM 
products that contain just 1% of the power of the signals would produce 1-dB power 
fluctuations in the signals [31]. Researchers at AT&T Bell Laboratories realized that simple 
modifications to the fiber manufacturing process could readily produce fibers with low, but 
non-zero CD [32]. The resulting fiber was known as TrueWave fiber, later generically 
standardized as nonzero dispersion fiber, NZDF, ITU-T Standard G.655. Interestingly, 
TrueWave fiber could readily be produced in “two flavors”, fibers that had either slightly 
positive or slightly negative CD at 1.55 μm. The dispersion curves of SSMF, DSF, and the 
two flavors of TrueWave fiber are shown in Fig. 3(a). This inspired what became known as 
dispersion management (DM) [33], a powerful technique that concatenates transmission 
fibers with opposite signs of dispersion so that the overall CD of a link is nearly zero but the 
“local” CD everywhere along the link is high enough to suppress FPM. This way, DM 
mitigates the effects of both FPM and CD. Since its invention in 1993, DM was universally 
used in all high-speed dense WDM systems, both research and commercial, until the 
introduction of digital coherent systems in 2008 (cf. Sec. 2.3). The first demonstration of DM 
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used the simple dispersion map of Fig. 3(b), a mixture of SSMF and negative-dispersion TW 
fiber [33]. 

Initially fairly simple dispersion maps quickly became insufficient for more aggressive, 
higher-bit-rate systems at 20 Gb/s and beyond, which led to the discovery of dispersion pre-
compensation [34]. As the throughput of systems increased, first in research and then 
commercially, ever more sophisticated dispersion maps were invented to support more 
wavelengths at higher line rates [35]. The widespread introduction of dispersion management 
in commercial optically amplified lightwave systems was gated by two developments: the 
introduction of 10-Gb/s line rates (as the reach of 2.5-Gb/s transmitters was not limited by CD 
for the terrestrial-system needs of the mid-1990s), and the introduction of practical 
dispersion-compensating fiber (DCF) in the mid-1990s [36,37], and later slope-matched DCF. 
DCF has a much higher negative dispersion than NZDF and could therefore be packaged as a 
spool in conjunction with EDFAs, thus avoiding the need to deploy two different kinds of 
transmission fiber in the line system. On the other hand, subsea systems continued to use a 
concatenation of positive and negative dispersion transmission fiber as opposed to localized 
DCFs until coherent transponders started to ask for dispersion uncompensated link designs 
(cf. Sec. 2.3). 

In terms of the then emerging field of optically switched networking (cf. Sec. 2.2.5), DM 
added additional complexity, since optimal dispersion maps did not natively provide 
dispersion compensated signals at all add/drop nodes throughout the network, which required, 
typically on a per-wavelength basis, additional DCFs (in mesh networks even tunable 
dispersion compensators) at the add/drop ports, with the associated cost, complexity, and 
additional insertion losses affecting the system’s link budget. Networking flexibility and 
transmission performance started to ask for different trade-offs in terms of system design. 

2.2.2 Polarization-mode dispersion 

There were other “irritants” that could degrade system performance (but none was as serious 
as the combination of CD and optical nonlinearities). One such irritant was polarization-mode 
dispersion (PMD), whereby randomly varying optical birefringence in fibers causes 
unpredictable relative delays between the two polarizations carrying an optical signal. For 
polarization-ignorant direct-detection receivers, this manifested itself in pulse broadening, 
leading to inter-symbol interference (ISI) penalties. As PMD becomes more severe at higher 
bit rates, this appeared to be a daunting problem for bit rate scaling because of the relatively 
high values of PMD in fibers produced before 1992. What makes the problem even worse is 
its slowly varying statistical nature [38–41], which results in low but finite PMD-induced 
system outage probabilities. For example, the “five nines” reliability typical of telecom 
systems corresponds to an allowed outage probability of 10−5, or 5 minutes of outage per year. 
System design must ensure that PMD-induced penalties only exceed the margin allocated for 
PMD with a probability sufficiently below the specified values, and system verification and 
testing must rely on the validity of the theoretically established [38] and practically refined 
[41] statistical models. 

A key invention (initially referred to as the “GULP method”, now called “spinning”) 
employed a twisting motion on the fiber during the fiber draw process [42]. This introduced 
birefringence in fibers on a length scale short compared to the correlation or coupling length 
of the two polarizations. This invention significantly postponed the need for transceivers with 
PMD compensation capabilities. With the introduction of 40-Gb/s line rates, equipment 
vendors developed transceiver packs with optical PMD compensation (PMDC). 
Unfortunately, as the random effects of PMD are only correlated across a limited bandwidth 
[40], each wavelength in a WDM system typically requires its own PMDC. As circuit packs 
including PMDC were more expensive and larger than conventional transceivers, PMDCs 
were implemented with reluctance in commercial systems. In the cases of cables with large 
fiber counts, it was easier and less expensive to select fibers with sufficiently low PMD to 

                                                                                               Vol. 26, No. 18 | 3 Sep 2018 | OPTICS EXPRESS 24204 



carry 40-Gb/s services. For the next increase in bit rates to 100 Gb/s, PMD essentially became 
a non-issue, because with the introduction of 100 Gb/s came coherent systems and digital 
signal processing, which effectively compensates both chromatic and polarization-mode 
dispersion. 

2.2.3 Increasing the useful WDM system bandwidth 

Increasing WDM capacity by populating a system with more and more signal wavelengths 
(while at the same time increasing per-wavelength interface rates) was initially a matter of 
increasing the useable EDFA bandwidth. EDFAs inherently have gain/saturation properties 
that vary with wavelength. These variations are compounded in multi-span systems. In the 
early 1990s, practical gain flattening filter technology was unavailable, thus limiting the 
transmission distance of wide-band WDM systems. A simple algorithm was devised in 1992 
[43,44] that prescribed the appropriate launch powers of the various input wavelengths in a 
WDM system so that the optical signal-to-noise ratio (OSNR) of all the signals at the output 
of the link would be equal. This algorithm, now referred to as optical pre-emphasis, greatly 
extended the reach and/or the channel count of WDM systems. Although optical filter 
technology has progressed to a point where gain equalization can be accomplished in-line, 
optical pre-emphasis is still used in many subsea systems. 

2.2.4 Two powerful laboratory tricks 

As part of the beginning of optically amplified WDM systems in the early 1990s, two 
exceptionally powerful experimental laboratory techniques, were invented that to this day 
have enabled experiments, design, and development of large-scale WDM systems: Multi-
wavelength modulation using a single external modulator [33,45] and the optical re-
circulating loop [46]. Both approaches addressed two major stumbling blocks to WDM 
experiments in the early days, which were economic ones, namely a massive duplication of 
equipment. In terms of WDM transmitters, one of the last large-scale system experiments 
accomplished by brute force was a demonstration involving 100 distributed feedback (DFB) 
lasers, each one individually frequency-shift keyed (to minimize chirp) by direct modulation 
at 622 Mb/s [47]. As bit rates were pushed to 10 Gb/s and channel spacing reduced to less 
than 200 GHz, direct modulation of DFB lasers was no longer possible due to laser chirp. 
Outfitting each wavelength with its own external lithium-niobate modulator plus driver plus 
pattern generator was a non-starter. The new experimental technique (initially called the 
“single-modulator trick” at Bell Labs) used a single modulator simultaneously for all 
wavelengths (see Fig. 4(a)), which had been first wavelength-multiplexed onto a single fiber, 
followed by a temporally dispersive element to delay-decorrelate the various modulated 
wavelength channels. At 10 Gb/s, the CD of a short segment of SSMF provided sufficient 
decorrelation delays. At higher bit rates, this no longer worked without introducing significant 
dispersive pulse broadening during the decorrelation step, and the transition was made to split 
wavelength channels into “odd” and “even” groups and use a separate modulator and data 
source for each of the two groups (this of course assumes that most degradations due to linear 
crosstalk or nonlinear interactions occur between neighboring channels). Alternatively, in 
some cases signals can be split into odd and even sets by a steep de-interleaver following joint 
modulation of all signals by a single modulator [48]. The savings in equipment using these 
techniques has enabled large-scale WDM experiments to this day. Only most recently an even 
simpler technique was introduced, valid for high-SE, dispersion-unmanaged coherent 
systems. This technique uses amplified spontaneous emission (ASE) of EDFAs, whose 
Gaussian optical field statistics accurately emulates a tightly packed broadband multiplex of 
spectrally and constellation shaped WDM channels [8,49]. 
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Fig. 4. (a) The “single modulator trick” enabling massive WDM experiments [45], and (b) the 
re-circulating loop enabling long-haul fiber transmission experiments [46]. 

As for the recirculating loop, experiments to study undersea and long-haul terrestrial 
systems were limited by the amount of fiber, EDFAs, and other system components available 
to experimentalists. The concept of recirculating loop experiments was first devised by 
Bergano et al. at Bell Labs [46], cf. Fig. 4(b). A loop setup involves precise timings to load, 
through an optical load switch (transmit switch), a typically several-hundred-km-long fiber 
loop with a bit stream whose length is no longer than the fiber making up the loop. The load 
switch is then opened and the loop switch is closed, which allows the bit stream to circulate 
continuously within the loop. Bit error ratios (BERs) are then measured by tapping off the 
signal after a number of full (or partial) circulations corresponding to the desired system 
length that is to be emulated. Up to this day, concerns about the validity of measurements 
using recirculating loops have been countered by continuously improving loop designs to 
more accurately reflect long-haul transmission conditions on a straight line [50–53]. Despite 
its shortcomings, there has not been any other way to practically do long-reach system 
experiments without resorting to full-length system testbeds whose exceedingly high costs 
make them only suitable for product verification testbeds. Recirculating loops can therefore 
be found in most optical transmission systems laboratories worldwide. 

2.2.5 Terrestrial and subsea WDM deployments 

The first commercial terrestrial WDM systems (8 wavelengths at 2.5 Gb/s on a 200-GHz 
grid) were deployed in the AT&T network in 1995 [7], without any public announcement, for 
the simple reason that these systems could not be produced fast enough to satisfy internal 
AT&T network demand, let alone to be supplied to outside customers [54]. In 1996 Ciena 
announced its first WDM product, comprising 16 wavelengths carrying 2.5 Gb/s per 
wavelength on a 100-GH/z grid [55]. It is perhaps no coincidence that the first AT&T and 
Ciena commercial WDM systems were very similar to the WDM research being concurrently 
conducted under the MONET program, which several of the principal investigators at the two 
companies were heavily contributing to [56,57]. 

The inaugural subsea systems employing EDFAs were TAT12/13 and TPC5, deployed in 
1995 with only a single 5-Gb/s wavelength per fiber (2 fiber pairs per cable) [5]. Since then, 
the evolution of cable capacities (given in terms of an aggregate bidirectional capacity, 
typically on 8 fiber pairs) of commercial intercontinental subsea systems has tracked the 
evolution of per-fiber capacities of commercial terrestrial systems (cf. Fig. 1). Optically 
amplified undersea systems, while qualitatively similar to terrestrial systems, are generally 
designed quite differently from terrestrial systems [58–60]. The obvious key difference 
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between the two types of systems is their overall reach. Initially, undersea systems were 
roughly an order of magnitude longer than terrestrial systems, although that ratio has been 
reduced with the deployment of transcontinental-scale terrestrial systems. To achieve 
comparable noise performance, the EDFA spacing in undersea systems had to be 
considerably smaller (35-50 km) than the terrestrial amplifier spacing (80-100 km). Over 
time, as various constituent technologies of subsea systems improved, the amplifier spacing in 
undersea applications has gradually increased to over 70 km. On the other hand, undersea 
systems were not as much at the mercy of geographical constrains as terrestrial systems and 
could thus place amplifiers at strictly regular intervals. This allowed the deployment of 
“identical” amplified spans along the entire route, thereby allowing amplifier properties to be 
precisely tailored to the particular system. In terrestrial systems EDFAs have to operate over a 
wide range of span conditions on a mixed fiber infrastructure. In addition, because each new 
undersea cable is a one-off system, designers can optimize the system even if that involves 
using nonstandard components, bit rates, channel spacing, etc. Also, because the end 
terminals of undersea systems represent a much smaller fraction of the system capital and 
deployment costs than they do in terrestrial systems that are installed on already existing fiber 
infrastructure, more expensive transponder technologies could be used as long as these 
improved system performance. As mentioned previously, commercial terrestrial systems had 
no need for DM at 2.5 Gb/s and only embraced DM with the introduction of 10-Gb/s systems 
and broadband DCF that could be packaged inside the EDFAs. Such a mindset did not exist 
in undersea cable design. In fact, DCFs lumped at each EDFA increase the overall length of 
the system, which increases the accumulated nonlinearity and degrades the system noise 
figure due to the additional amplification required to compensate for DCF loss. In-line DM 
avoids these issues. The typical mixture of fibers in undersea cables using direct detection 
was negative-dispersion NZDF and SSMF. Another key difference between undersea and 
terrestrial systems is their electrical powering. In terrestrial systems, power for the repeaters is 
provided locally. In undersea systems, the power for all the submerged equipment is provided 
by DC voltages applied to the cable ends (e.g., + 15 kV at one end, −15 kV at the other end, 
limited by the properties of the cable dielectric) [61]. This restriction has led to the recent 
realization that undersea systems might be on the verge of a fundamental paradigm shift [62–
64]: Instead of pursuing the highest possible signal powers with concomitant nonlinearity 
mitigation and the lowest-noise-figure and widest-bandwidth amplifiers, the overall system 
cost per bit can actually be significantly reduced by using more spatial paths (more fiber 
pairs), lower signal powers (such that nonlinearity ceases to be of concern), and more energy-
efficient optical amplifiers, even if these have higher noise figures and lower bandwidths 
(hence avoid gain flattening filters that dissipate optical energy). 

2.2.6 Solitons 

From the prediction [65] and first observation [66] of solitons in optical fibers, research of 
solitons has been a rich field of interesting physics [67], intriguing because of the fact that 
solitons retain their pulse shape upon nonlinear transmission due to a careful balance between 
the fiber’s chromatic dispersion and nonlinearity coefficient and the soliton pulse’s duration 
and power [30]. More importantly, solitons were initially the only fiber-optic transmission 
modality that promised high-speed information transmission over transoceanic distances [68]. 
However, real-world non-idealities such as fiber loss, bulk amplification, amplifier noise, 
(non-flat) fiber dispersion, and WDM nonlinearities exposed the fragility of solitons and 
made them less and less competitive with respect to more traditional modulation/transmission 
formats, despite heroic efforts by a number of scientists and engineers. Solitons interacting 
with noise or with other solitons can produce variations in the central frequencies of the 
solitons. Coupled with fiber chromatic dispersion, this can lead to jitter in the arrival time of 
the pulses at the receiver. Soliton-noise interactions produce random arrival times, known as 
the Gordon-Haus effect [69]. This effect can be reduced by a narrowband filter at every 
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amplifier. However, in dense WDM systems, much of the ASE noise would pass through the 
periodic closely-spaced filters for each wavelength channel. To combat this problem, the 
concept of “sliding-guiding” filters was invented [70]. The required collection of hundreds of 
filters for many-channel WDM long-haul systems makes this a costly proposition, however. 
Soliton-soliton collisions in amplified WDM systems are problematic as well. In an ideal case 
where the fiber is lossless and the chromatic dispersion is constant across the WDM band, the 
effect of soliton-soliton collisions can be minimal if not zero because the second half of a 
“complete” soliton-soliton collision undoes the effects of the first half of the collision. 
However, if the collision takes place over a distance where the optical power significantly 
changes (e.g. due to fiber loss), the cancellation is incomplete. This degradation is particularly 
severe if part of the collision occurs in an optical amplifier where the power abruptly changes 
by 20 to 30 dB. This leads to unacceptable pulse arrival-time shifts. In 1996 it was shown that 
dispersion management, used in non-return-to-zero (NRZ) based systems experiments since 
1993 [33], was also beneficial to the reduction of timing jitter in soliton systems [71]. 
However, the resulting “dispersion-managed solitons” were no longer true stationary solitons 
(whose shape stays constant during nonlinear pulse propagation) but were only periodically 
stationary (i.e., their shape was restored after every period of the dispersion map). In later 
“soliton” experiments, the pulses were not even periodically stationary but tended to mimic 
chirped return-to-zero (CRZ) linear pulses [72]. Indeed, it is the contention of some [73] that 
CRZ and dispersion managed soliton formats are effectively the same. 

The “death knell” for solitons came in the early 2000s with the introduction of 
commercial 40-Gb/s differential phase-shift keyed (DPSK) systems [74] and even higher-
spectral-efficiency differential quadrature phase-shift keyed (DQPSK) field trials at 100 Gb/s 
[75], discussed in Sec. 2.2.8. Such bit rates and spectral efficiencies were inaccessible to 
soliton transmission. In addition, solitons, being intrinsically a return-to-zero (RZ) format 
with pulse widths several times smaller than a bit period, would never have survived the quest 
for high spectral efficiencies, where digital (Nyquist) pulse shaping takes the time-frequency 
support of optical signals to their fundamental limits, cf. Sec. 2.3.6. One of the last large-scale 
soliton (or was it CRZ?) system trials was reported in 2003 [76]. Comprehensive information 
on solitons can be found in [30,68,77] and references therein. 

Even though solitons did not make a lasting commercial impact, the beautiful physics 
concepts developed around them have survived to this day and have produced other important 
results to fiber-optic communications. Probably the most impactful example is the time-
domain theory of nonlinear interference noise (NLIN), whose “pulse collision” picture draws 
heavily from soliton theory [78], cf. Sec. 2.3.2. Another example, whose practical importance 
is not yet evident, are current studies on the nonlinear Fourier transform (NLFT), which 
decomposes signals into solitonic bases in order to facilitate digital nonlinearity compensation 
[79], cf. Sec. 3.2. 

2.2.7 Harnessing WDM capacity through optical networking 

An important aspect coupled with the rise of WDM systems was harnessing the available 
transmission capacity through optical networking and bandwidth management. In fact, the 
capacity provided by WDM systems in the mid-1990s significantly exceeded the capacity of 
electronic switches and routers, which allowed for the aggregation of multiple electronic 
signals into a single wavelength for efficient transport, circuit-based through synchronous 
optical networking (SONET) and the synchronous digital hierarchy (SDH), or packet-based 
through packet-over-SONET. In 1997, the highest-capacity Cisco IP router had an aggregate 
capacity of 10 Gb/s with router blades supporting 2.5 Gb/s, while a WDM system could carry 
up to 40 Gb/s of aggregate traffic [1]. Management of this bandwidth directly in the optical 
layer became an attractive proposition as eliminating unnecessary high-speed electronics in 
the path of an optical signal reduced complexity and costs. 
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The functions of aggregating, disaggregating, and switching data paths in the optical 
domain, referred to as optical add-drop multiplexing (OADM) were initially little more than a 
set of optical demultiplexing and remultiplexing filters with a fiber patch panel in between, 
which 20 years ago supported mostly multiplexing of wavelengths on a ring topology. 
However, the need for reconfiguration of optical paths was already a topic of research 
interest, with work on various optical switches and even on early wavelength selective 
switches (WSSs) demonstrated by the late 1990s [80]. An important US government funded 
project in this context was MONET, demonstrating in a field trial the operation of a 
transparent, reconfigurable optical network [56,57]. 

Progressively more complex and more automated reconfigurable optical add-drop 
multiplexing (ROADM) nodes were deployed in the early 2000s, which also started to use 
irregular frequency grids, such as the asymmetric interleaver architecture of Lucent 
Technologies’ LambdaXtreme that allowed maximizing system capacity by alternating 10-
Gb/s and 40-Gb/s direct-detection wavelengths [81]. The widespread commercial introduction 
of full optical switching flexibility, however, coincided with the introduction of coherent 
systems, as reviewed in Sec. 2.3.7. 

2.2.8 From device physics to communications engineering 

The year 1996 saw a major milestone in high-capacity WDM research. The 1-Tb/s barrier 
was conquered not by just one group, but by three groups independently [82–84]. 
Surmounting this perhaps psychological barrier convinced the research community that 
continued exponential progress was indeed achievable. In 1997, commercial WDM systems 
supported 16 wavelengths at 2.5 Gb/s for an aggregate capacity of 40 Gb/s, hence were a 
factor of 25 - 50 behind concurrent research records, corresponding to a time lag between 
research and commercial products of ~6 years (cf. Fig. 2). In general, the time lag between 
research and commercialization can be seen from the figure to have consistently been 
between about 4 and 8 years. 

By 1999 commercial WDM systems could already carry 80 wavelengths at 2.5 Gb/s, or 40 
wavelengths at 10 Gb/s, for an overall WDM system capacity of 400 Gb/s. Interestingly, this 
aggregate WDM capacity can be carried on a single wavelength by the most advanced 
transponders commercially available since 2016 [8]. Similar to this 17-year period between 
turning what used to be an aggregate system capacity into a per-channel interface rate, it took 
19 years of research until the 1-Tb/s WDM capacity records of 1996 could be first carried on 
a single laser wavelength in a research setting [10]. 

By 2001, research records had broken the 10-Tb/s barrier [85,86]. However, these 
experiments started to signal a perceptible decrease in the growth rate of single-fiber 
throughput, a decrease that would continue over the following decade. In fact, the growth rate 
of WDM capacities would ultimately slow from 3 dB/year to less than 1 dB/year. It took 
almost 10 years from the first 10-Tb/s record experiments to the equivalent capacity in 
commercial products, and 6 years to increase the 10-Tb/s research records to merely 25 Tb/s 
[87]. The reasons for this slow-down were rather fundamental: 

(i) system bandwidths had reached the maximum possible extent of practical single-band 
optical amplifiers bands (such as the full C-band of EDFAs, supporting a relative 
bandwidth of a few percent, cf. Sec. 3.3), and 

(ii) transform-limited optical signals could be generated with bandwidths that exceeded the 
frequency granularity of optical components. (For example, emerging 40-Gb/s (at the 
time spectrally unshaped) NRZ formats occupied an 80-GHz null-to-null optical 
bandwidth, which exceeded the then available optical filter bandwidths of between 25 
and 50 GHz.) 
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This made increasing WDM capacity no longer a matter of device engineering (better 
frequency-stabilizing lasers, opto-electronically generating higher-speed signals, improving 
the frequency selectivity of optical filters, etc.) to achieve a denser channel spacing, but rather 
asked for more sophisticated, bandwidth-saving modulation techniques to achieve higher SEs. 
With the transition of optical systems design from a physics- and device-dominated discipline 
to a communication engineering discipline, such aspects as advanced modulation formats, 
forward error correction (FEC) coding, digital signal processing (DSP), and eventually digital 
coherent detection became the next frontiers of WDM capacity expansion. The goal from then 
on was to increase SEs beyond the inherent SE of at most 1 b/s/Hz provided by simple binary 
formats, most notably NRZ-OOK. 

The most successful species in the zoo of “advanced modulation formats” investigated for 
high-speed optically amplified fiber-optic communications between 2000 and 2008 [88] were 
differentially encoded phase modulation formats, both binary differential phase shift keying 
(DPSK) and quaternary differential quadrature phase shift keying (DQPSK) [89]. They both 
provided better receiver sensitivities than NRZ-OOK, which was important to mitigate the 
reach reduction that 40-Gb/s systems experienced relative to 10-Gb/s systems in the early 
2000s. In the case of DQPSK, a higher SE could also be attained compared to NRZ-OOK. 
This was accomplished by differentially encoding the data and implementing optical delay 
interferometers with balanced photodiodes at the receiver to convert phase differences to 
intensity modulation [88,89]. The relative simplicity of DPSK and DQPSK receivers were 
one of the reasons why these modulation formats were the method of choice for “hero” 
research experiments until around 2007. Both DPSK and DQPSK were commercialized 
during that time, e.g., as part of Lucent Technologies’ LambdaXtreme system that employed 
40-Gb/s DPSK wavelengths in a 64-wavelength system in 2003 [74]. Some of the most 
important DQPSK research experiments were performed in 2007: The WDM capacity record 
of 25 Tb/s was established using DQPSK [87], which notably should be the last capacity 
record achieved in a research setting using direct bit error counting (cf. Sec. 2.3.3); perhaps 
even more importantly, a series of laboratory WDM experiments at a net bit-rate-per-channel 
of 100 Gb/s led to a field experiment on a deployed LambdaXtreme system as part of a live-
traffic-bearing Verizon installation on a 500-km link between Tampa and Miami, Florida 
[75]. The transmission of real-time video traffic on a 100-Gb/s wavelength demonstrated that 
deployed networks were upgradable to 100 Gb/s, which together with Ethernet starting to 
push towards its next logical rate of 100GbE provided the impetus for the early introduction 
of the first commercial single-carrier 100-Gb/s line cards by Alcatel-Lucent, shipped to 
Verizon in late 2009 [90]. These line cards were already built on digital coherent technology, 
arguably the most disruptive technology introduced in optical networking over the past two 
decades, and were developed in parallel to the high-speed and high-interface-rate direct 
detection systems that drove 100-Gb/s, starting the third major era in WDM system 
developments. 

2.3 The era of amplified coherent systems 

2.3.1 CMOS catches up 

Coherent receivers were extensively studied in the 1980s [91,92], as their higher receiver 
sensitivity allowed for longer regenerator spacings in the span-by-span regenerated systems 
of the time, but due to the difficulties associated with analog frequency and phase locking 
were not commercialized for fiber-optic systems then. The success of the EDFA in the early 
1990s made span-by-span regenerated systems obsolete, which also shelved most work on 
coherent receivers, except for a set of notable 1991/92 papers by Derr [93,94] that introduced 
the concept of digital frequency and phase locking in coherent optical receivers and, despite 
the fact that they fell victim to their time and went largely un-noticed for about 15 years, form 
the link between analog coherent receivers of the pre-EDFA era and fully digital coherent 
receivers of today. In fact, the resurgence of coherent detection was both need driven (to 
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unlock systems with higher SEs and with less problems from chromatic and polarization-
mode dispersion that were plaguing 40-Gb/s systems in the early 2000s) and opportunity 
driven, as the speed of CMOS processing and CMOS-integrated analog-to-digital converters 
(ADCs) and digital-to-analog converters (DACs) had caught up with 10-GBaud symbol rates. 
The new CMOS capabilities first enabled maximum-likelihood sequence estimation (MLSE) 
[95], commercially introduced at 10 Gb/s in 2004 [96] as well as digital electronic dispersion 
pre-compensation in 2005 [97,98]. Digital coherent receivers combine the advantages of 
analog homodyne detection (minimum electrical receiver bandwidth requirements) with the 
simplicity of analog heterodyne detection (no need for analog optical phase locking). Using a 
free-running local oscillator (LO) laser, they beat the signal roughly to baseband and convert 
the full optical signal field, i.e., its real and imaginary parts, also called its in-phase (I) and 
quatradure (Q) components, in both polarizations, to the digital electronics domain, giving 
them the name “intradyne receivers”. Digital access to the full optical field enables 
quadrature modulation (I/Q) and polarization-division multiplexing (PDM) to increase 
spectral efficiency by a factor of 2x2 = 4, allowing a 40-Gb/s receiver to be based on 10-Gb/s 
componentry, compatible with the capabilities of CMOS electronics of the time. Access to the 
full optical field in digital form also opens up the possibility of adaptive digital compensation 
of CD, PMD, optical filtering effects, and even distortions from fiber nonlinearities, a 
possibility that had been exploited in optical coherence tomography (OCT) research already 
in an Optics Express paper published in 2001 [99]; similarly, integrated digital coherent 
receivers developed for telecommunications applications were used to demonstrate advanced 
OCT capabilities in 2016 [100]. These synergetic examples impressively illustrate the cross-
fertilizing potential of inter-disciplinary optics resesarch. 

The very significant benefits of digital coherent receivers come at the cost of non-
negligible extra receiver complexity, including the need for an LO laser at the receiver, and 
the need for powerful (and power hungry) DSP, commercially implemented within an 
application-specific integrated circuit (ASIC). However, as all coherent transponders are 
essentially built on the same basic opto-electronic front-end architecture, counter to the rather 
application-specific architectures needed for other advanced formats such as direct-detection 
DPSK and DQPSK, higher component volumes were anticipated for coherent solutions early 
on which led to significant investments in coherent receiver components. 

 

Fig. 5. Deployment of new fiber since the early 1990 across various sectors [132]. 

Several research groups studied digital coherent detection starting in 2004, with the goal 
to build 40-Gb/s transponders using polarization-multiplexed QPSK at ~10 GBaud [101–
107]. The first intradyne transponder was commercially implemented in 2008 by Nortel at 40 
Gb/s [98,108], closely followed by a parallel development by Alcatel-Lucent at 28 GBaud to 
enable the first commercial 100-Gb/s single-wavelength transponder, delivered to Verizon in 
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late 2009 [90]. In conjunction with the standardization of 100-Gb/s Ethernet (100GbE) in 
2010, the adoption of 100-Gb/s technology was very rapid, from less than 10 commercial 
deployments in 2010 to about 600 worldwide deployments in 2014, mostly in long-haul 
networks. Broad deployment of 100 Gb/s in metro networks lagged behind long-haul 
deployments, a normal occurrence; today, metro networks largely use digital coherent 
transponders as well, and even shorter-reach (~100-km) datacenter interconnect (DCI) 
systems are likely to eventually employ digital coherent technology, even if simpler solutions 
based on direct detection and self-coherent techniques may temporarily still play a role in this 
space [109–112]. An overview of digital coherent transponder technology is given, e.g., in 
[113–118]. 

2.3.2 Impact of coherent transmission on fiber types and link designs 

Digital coherent transponders are able to compensate trans-oceanic amounts of CD with little 
to no penalty, depending on the size and architecture of the digital filters used within their 
DSP chain. In addition, it turned out that high-speed coherent optical transmission, in contrast 
to electronically precompensated direct detection, which was also studied for DM-free 
systems [97,119], favors dispersion-uncompensated links with high local fiber CD [120–123]. 
This led to the elimination of DM from newly deployed coherent optical links and resulted in 
modern fibers having an even larger CD than SSMF (around 20 ps/km.nm), with ultra-low 
losses of just over 0.14 dB/km and large effective areas to reduce nonlinear distortions [124–
126]. 

The introduction of digital coherent detection also had a major impact on network 
planning: Direct-detection systems using DM needed sophisticated modeling using 
computationally intensive split-step Fourier transform simulations to predict system 
performance with reasonable accuracy. (Accurate system performance predictions are very 
important, as each dB of prediction error from system planning tools needs to be accounted 
for by a dB of extra system margin, which is operationally equivalent to a dB in actual 
receiver performance!) Non-DM coherent links, however, lend themselves to fairly simple 
analytic and semi-analytic descriptions that accurately replace nonlinear distortions by an 
equivalent additive Gaussian noise source and facilitate accurate system modeling [127–130], 
with the resulting Gaussian Noise (GN) and Enhanced Gaussian Noise (EGN) models based 
on frequency domain analyses, and the freely available on-line tool known as the Nonlinear 
Interference Noise (NLIN) Wizard [131] based on a time-domain approach. Future automated 
systems using software-defined networking (SDN) are expected to greatly benefit from these 
simple models for on-the-fly network management and optimization, cf. Sec. 3.6. 

The move from MMF (Sec. 2.1) to SSMF, DSF, and NZDF (Sec. 2.2.1), and then back to 
high-CD fiber for coherent systems nicely reflects the interplay between fiber types and 
transponder design that has taken place ever since the first lightwave systems were installed. 
Following new transponder capabilities, new fiber has continuously been deployed around the 
world, but if possible with backwards compatibility in mind, as the labor costs associated with 
laying new fiber in a terrestrial context often dominate all other costs associated with system 
deployments, and operators must therefore re-use already deployed fiber for new generations 
of systems. As of today, the overall fiber deployment has exceeded 4 billion kilometers (cf. 
Fig. 5), which could be wrapped around the globe approximately 100,000 times! – The 
amount of globally deployed optical fiber has been growing at a rate of ~15%/year since 
~2000, driven to a significant extent by short-reach applications such as fiber-to-the-home 
(FTTH) and datacenter applications. Note that a single big data center can house as much as 
50,000 km of fiber [133]. 

2.3.3 Off-line system performance assessments 

From an experimental point of view, advanced communications engineering concepts such as 
FEC and DSP ended the possibilities of directly counting bit errors in the lab to determine 
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system performance: While prior to the use of FEC, BERs were routinely measured down to 
levels of 10−10 or 10−11 to identify lurking BER floors, starting with hard-decision FEC, BERs 
were measured only down to the “FEC threshold,” i.e. the BER at the input of an FEC 
decoder that presumably allows for reliable error correction. Depending on the underlying 
FEC, pre-FEC BERs are between roughly 10−2 and 10−5

. While the use of pre-FEC BERs as a 
system performance metric works reasonably well for hard-decision FEC as long as errors 
occur statistically independently (in practice ensured by large-scale bit interleaving), this 
metric fails for more modern systems using soft-decision FEC, for which pre-FEC BERs are 
not only inaccurate [134] but lose their conceptual meaning and must be replaced by 
information theoretc metrics such as the normalized generalized mutual information (NGMI) 
as an accurate pre-FEC metric to predict successful FEC decoding [135–137]. In addition, the 
extensive DSP required by digital coherent receivers makes it impossible to perform high-
speed experiments in real time. Instead, a block of typically a few million digital samples of 
the coherently received optical field is digitized and stored using a real-time oscilloscope. 
(Such instruments exist with sampling rates of up to 256 GSamples/s today.) The captured 
data is then processed off-line on a computer, using more or less practically ASIC-
implementable DSP algorithms. As such, the resulting performance indicators only capture a 
relatively short segment of the actual optical signal, and great care must be taken to avoid 
experimental pitfalls. In particular, transient effects from, e.g., lighting strikes [138] are hard 
if not impossible to investigate using off-line processing. True real-time DSP with full-
fledged FEC is reserved either for actual product testing (for which ASICs have been 
developed) [9,108] or for field-programmable gate array (FPGA)-based demonstrators that 
either work at an order-of-magnitude lower speed than coherent ASICs [105] or use complex 
setups involving many FPGAs to get to line speed [139]. 

2.3.4 High-speed coherent interfaces 

Owing to its inherent four-fold parallelization in quadrature and polarization, coherent 
transponders let symbol rates drop by a factor of 4 relative to their direct-detection binary 
counterparts. While this was essential to enable commercial coherent systems around 2008, 
based on CMOS technogy between 10 Gb/s and 28 Gb/s per lane, it also allowed 
experimental interface rates based on higher-speed discrete electronic components to quickly 
scale beyond 100 Gb/s. With an additional factor of 2 in bit rate through 4-level electrical 
modulation per quadrature, 56-GBaud 16-ary quadrature amplitude modulation (16-QAM) at 
a net 400-Gb/s was demonstrated in 2009 [140]; by 2013 coherent research experiments were 
operating at 107 GBaud [141], the symbol rate that had been demonstrated for direct 
detection systems back in 2005 [142]; and by 2015 the single-carrier Tb/s barrier was broken 
using 64-QAM [10]. After 19 years of research, a single laser carrier could carry the 
information that required an entire WDM research setup in 1996! Although this progress in 
interface research is impressive, it only corresponds to a growth of 14%/year if we disregard 
the one-time doubling in interface rates due to PDM (cf. Fig. 2), yet required the use of 
higher-order QAM to encode more bits per symbol [143]. This inherently comes at the cost of 
a reduced transmission reach, which limits the applicability of such high-speed interfaces in 
long-haul networks. It is important to note in this context that the reach of a transponder is 
primarily given by its modulation format, irrespective of its symbol rate, i.e., a 100-Gb/s 
QPSK transponder will to first order have the same reach as a 1-Tb/s QPSK transponder. 
Performance differences with symbol rates lead to second-order effects, which can either be 
fundamental (such as fiber nonlinearities slightly favoring lower symbol rates [144,145]) or 
technological (such as high-speed implementation penalties degrading system performance at 
higher symbol rates [118]). 

Commercial optical interface rates have continued to scale at ~20%/year (cf. Fig. 1). 
However, in order to do so, they had to resort to higher-order QAM, which inherently limits 
their reach. The 400-Gb/s single-wavelength commercial optical interfaces available today 
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use 64-QAM, with a reach in the ~100-km range [9]. In fact, having to resort to higher-order 
modulation in interface scaling is a consequence of commercial symbol rates only scaling at 
10%/year, cf. Fig. 1. The fairly slow scaling of commercial symbol rates is due to digital 
coherent detection requiring the integration of ADCs and DACs with the CMOS DSP, owing 
to the enormous bandwidth needs between the converters and the DSP. For example, a digital 
coherent receiver operating at 50 GBaud with 2-fold over-sampling of its 4 ADCs at a 
nominal 8-bit resolution sports a 2x4x8x50 GBaud = 3.2 Tbit/s bus between the ADCs and 
the DSP, far too much to think of self-standing components at reasonable power 
consumption. 

2.3.5 Optical superchannels 

While it is increasingly difficult to build higher-rate optical interfaces with long-haul reach to 
even support a 20% annual speed increase per laser carrier, IP routers, based on CMOS 
packet processing (hence following Moore’s Law), continue to scale at ~40% per year [1]. 
While it was possible in the early 1990s to aggregate multiple IP router ports onto a common 
high-speed WDM wavelength, the situation is reversed today: More than one wavelength is 
generally needed to transport the traffic originating from a single router port, leading to the 
generally undesirable situation of “inverse multiplexing.” One of the more important 
developments of the decade in this context was the introduction in 2009 of the concept of 
“optical superchannels,” which are optical interfaces consisting of multiple optical carriers 
that are co-generated, co-propagated, and co-detected. While initially studied based on 
orthogonal frequency division multiplexing (OFDM) [146–148] and optically shaped 
subcarriers [149,150], the availability of fast DACs eventually allowed for the digitally 
generated Nyquist-shaped superchannel subcarriers deployed in networks today [151,152]. 
One of the benefits of optical superchannels in the context of optically routed networks is that 
flexible-grid optical switches (cf. Sec. 2.3.7) allow modulated carriers to be closely spaced, 
leading to an improved “intrachannel” SE, as individual subcarriers are not individually 
filtered and can be co-processed at transmitter or receiver to further mitigate impairments 
across the superchannel, cf. Fig. 6. Superchannels are now widely used in research 
experiments and have been implemented in commercial systems to reach bit rates above the 
respective capabilities of the coherent DSP ASICs. Today’s 400-Gb/s transponders for long-
haul transport of the just recently standardized 400GbE router interfaces are based, e.g., on 
2x200-Gb/s 8-QAM or 4x100-Gb/s QPSK superchannel technologies. The need for 
parallelism to support optical network scaling already points to the main theme of current and 
future optical communications research, cf. Sec. 3. 
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Fig. 6. (a) Routing of an inverse-multiplexed signal through an optical network yields filtering 
penalties on its subcarriers; (b) optical superchannels avoid these penalties through joint 
routing. 

2.3.6 System capacity reaching its limits 

While higher-order QAM has been instrumental to the scaling of single-wavelength interface 
rates, it has been even more critical to the scaling of WDM system capacity. As with 
transmission reach, it is primarily the modulation format that dictates the achievable SE, and 
hence the WDM capacity for a given system bandwidth. In general, m-QAM can carry up to 2 
log2(m) information bits/symbol, where the factor of 2 accounts for PDM. The actually 
achievable SE is always less than this number. On the digital side, the SE is reduced by FEC 
overhead, by pilot and framing bits and symbols, and by deviating from a uniform probability 
of sending one of m symbols per pulse. Using the latter method, known as probabilistic 
constellation shaping (PCS), higher-energy symbols are sent less frequently than lower-
energy ones, thus gaining up to 1.5 dB in SNR performance and allowing for quasi-
continuous adaptation of SE and reach to the respective channel conditions [8,153]. On the 
analog side, the SE is reduced relative to 2 log2(m) by the spectral extent of the modulated 
signal with a finite spectral roll-off, as well as by guard bands between WDM channels that 
are necessary to avoid WDM crosstalk and filtering penalties in ROADM networks. The 
spectral extent of the modulated signal is given by the temporal shape of an isolated symbol 
pulse, which is typically controlled digitally using DACs at the transmitter to obtain square-
root raised-cosine pulses, loosely referred to as Nyquist pulse shaping [118,151,152]. 
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Fig. 7. Experimentally achieved record SEs (in two polarizations) versus transmission distance 
(markers), shown with the Shannon limit estimate on SSMF (dashed). 

Figure 7 summarizes experimental research records in terms of their SE and their obtained 
transmission reach, from <100-km short-reach systems up to >10,000-km trans-Pacific 
systems. The trade-off between SE and reach is seen to follow a logarithmic relationship, with 
each doubling in transmission reach reducing the (polarization-multiplexed) SE by 2 
bits/s/Hz, as examined in detail in [1] and references cited therein. The best achieved 
experimental records across all transmission ranges make use of PCS with constellations as 
large as 4096-QAM [17,154,155] for short-reach applicartions, going down to 256-QAM for 
terrestrial [156], and 64-QAM for submarine distances, the latter performed in 2017 on a 
deployed trans-Atlantic cable operated by Facebook [8]. It is worth pointing out two 
experimental aspects that put such record results in perspective: 

(a) Some experiments assume the availability of an ideal FEC and quantify system 
performance based on the achievable information rate (AIR), which over-estimates the 
SE by ~1 b/s/Hz compared to experiments based on practically implementable FEC 
(yellow and green diamonds versus circles in Fig. 7, as well as purple diamonds versus 
squares). 

(b) Some experiments use only a single modulated wavelength, from whose spectral extent a 
potentially achievable SE is being estimated. This neglects all linear and nonlinear WDM 
effects (such as required guard bands to avoid linear crosstalk or WDM fiber 
nonlinearities) and can lead to significantly over-estimated SEs, as impressively 
evidenced by the short-reach results (purple in Fig. 7), where a single-channel (squares) 
and a WDM experiment (circles) on the exact same experimental platform yielded more 
than 2 b/s/Hz of SE difference [17,155]. 

The scaling of SE over the years is shown in Fig. 8, revealing a ~20%/year growth rate 
that is rapidly saturating, with current records at 8.65 b/s/Hz per polarization for research 
experiments [17] (red) and 8 b/s/Hz per carrier (PDM) for products [9]. 

The continued slow growth of fiber capacity since ~2000 (cf. Fig. 1) was cause for 
concern, and speculation abounded that perhaps transmission systems were approaching some 
fundamental limits, defying the notion of “infinite bandwidth” that up until then was 
generally assumed an optical fiber would provide for all practical purposes. Already in the 
late 1990s a small working group at Bell Labs, consisting of experts in lightwave systems, 
information theory, communication theory, nonlinear optics, partial differential equations, 
and coding, tried to understand the capacity limits of a nonlinear transmission medium such 
as a silica fiber. The problem proved to be analytically intractable at the time but some 
progress was made by making a number of empirical assumptions about the mathematical 
manifestation of the Kerr nonlinearity. In 2001 a short paper [158] produced what, by now, 
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are very familiar figures colloquially known as the “nonlinear Shannon limit” in which the 
capacity initially follows the linear Shannon curve but at higher powers rolls over due to 
nonlinear effects, Fig. 9(a). However, due to the uncertainties of the nonlinear assumptions as 
well as due to several simplifications and partly unrealistic system approximations made in 
[158] (as well as in several follow-on papers, cf. the critical review and discussion provided 
in [122,159]), there was quite some skepticism about the quantitative accuracy of the results. 
It was not until the end of the decade that a more rigorous and comprehensive solution of the 
nonlinear Shannon capacity problem was proposed [122,159]. The numerical simulation-
based results reported in these analyses, which have since been quantitatively verified using 
the (semi)analytical techniques mentioned in Sec. 2.3.2 [160], were startling in that it became 
apparent that the best experimental capacity results at the time were already within a factor of 
3-5 of the fundamental limit estimate (cf. Fig. 9(b) [122]). Along the same lines, Fig. 7 
reveals the small gap of today’s experimental records to the nonlinear Shannon limit estimate 
on SSMF, both in terms of SE and in terms of transmission reach, across a wide range of 
transmission distances. 

 

Fig. 8. Scaling of spectral efficiencies in research and products (Figure after [157]). 

 

Fig. 9. (a) First attempt to derive a Shannon limit for the nonlinear optical fiber channel [158]; 
(b) first quantitatively accurate estimate of the fiber-optic Shannon limit in the context of 
modern coherent systems [122,159]. 

In addition to these fundamental Shannon considerations, practical issues about the optical 
damage threshold of deployed fiber due to the fiber fuse effect provided concern within the 
community [161]. The implications of closely approaching the limit of fiber capacity, in view 
of the continuously exponentially increasing demands for transmission capacity, were 
discussed in a plenary talk at the European Conference on Optical Communications in Vienna 
in 2009 [25], which laid out the transition into the 4th era in optical systems research dealing 
with spatial multiplexing, cf. Sec. 3. 
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coherent transponder design but also leaves the optical signal bandwidth fixed, which 
eases flexible-bandwidth channel allocation hardware and software on the line system 
side. However, this approach inherently changes the client interface rate, which results in 
back-pressure for the IP routers connecting to the WDM system. 

Today’s ROADMs support mesh architectures with node degrees greater than eight, and 
can provide colorless, directionless and contentionless (CDC) add/drop, which permits a 
transponder to transmit on any wavelength (“colorless”) in any nodal direction 
(“directionless”) and without blocking (“contentionless”) [163]. State-of-the-art ROADMs 
today support nodal degrees up to eight, which can be used to connect eight fiber pairs 
leaving the node in physically different directions. Nodes that topologically require degree-
eight connectivity are rare; but such a ROADM can also be used for four topological 
directions with two fiber pairs per direction, in the spirit of a fiber overlay (SDM) solution, cf. 
Sec. 3. Using a CDC ROADM, any arbitrary set of optical frequencies from any direction can 
be dropped to a shared set of drop-side modules without drop-side blocking. 

Regardless of their flexibility, ROADM architectures must support robust connections in 
the case of component failure. This requires that traffic in one topological direction of the 
ROADM node has to be independent of the traffic in the other topological directions 
[163,165]. In rings, this was referred to as east–west separability. As a consequence, optical 
elements handling traffic coming from and going towards a given topological direction (e.g., 
east) must be capable of continuing to function if any component supporting any other 
direction (e.g., west) fails, is being replaced, or is undergoing maintenance. The practical 
implication is that a single switching device, cannot simultaneously provide both the add and 
the drop function for a given through-path in the network; rather, the switching function must 
be split between switching elements attached to each fiber direction. However, a single 
module can be used per direction (e.g., west). With reference to Fig. 11, instead of 
implementing a node using a single switching element (a), one needs to split the switching 
function into 1xN WSSs associated with each nodal direction (b). Transmit and receive WSSs 
for a given nodal direction can be combined in the same module or linecard, as they serve a 
single (bidirectional) direction [163]. 

                                                                                               Vol. 26, No. 18 | 3 Sep 2018 | OPTICS EXPRESS 24219 



Fig. 1
conten
dropp
from 
Typic
in Fig

11. (a) Conceptua
ntionless (CDC) 

ped, and passing th
any transponder o

cal implementation
g. 12. 

al view of multi 
functionality. C

hrough the node. W
on any color unle
n of the functional

degree ROADM
olored lines rep
Wavelengths can b
ess that color is al
 node of (a), whos

M supporting color
present wavelengt
be added from an
lready used for a 
se functional mod

rless directionless
ths being added

ny to any direction
through path; (b)

dules are explained

 

s 
, 

n 
) 
d 

                                                                                               Vol. 26, No. 18 | 3 Sep 2018 | OPTICS EXPRESS 24220 



 

Fig. 12. Functional elements of the ROADM node of Fig. 11; (a) WSSs; (b) DxT multicast-
switch-based add/drop architecture; (c) DxT WSS-based add/drop architecture. 

While ROADM nodes are generally described as contentionless and colorless, it is 
important to remember that once a signal is placed on a wavelength, it will remain on that 
wavelength until it reaches a receiver. Hence, if a certain wavelength is already in use on any 
section of an intended path across a mesh network, the path cannot be used for that 
wavelength without having to resort to wavelength conversion. While in 2001 all-optical 
wavelength conversion was still seen as holding significant promise [174] and has been 
widely researched [175,176], it has not resulted in any practical network elements or any real 
deployments. If required, wavelength conversion must therefore be implemented using optical 
transponders that receive on one wavelength and transmit on another. As transponders are 
costly, wavelength conversion becomes an undesirable operational step that routing and 
wavelength assignment (RWA) algorithms try to avoid. If needed, a pool of local 
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transponders can be used on stand-by to provide wavelength conversion as well as 
protection/restoration functionalities. As little as 15 – 20% of overhead capacity can provide 
sufficient restoration and protection within a large network [163]. The general avoidance of 
wavelength conversion in transparent optical networks conceptually results in optical 
switches instantiating a set of parallel switching planes, one for each wavelength, which 
effectively reduces the connectivity and increases blocking probabilities (see discussion in 
Sec. 3.5). 

Internally, a CDC-F node architecture [163] is supported by high-port-count (e.g., 20) 
wavelength-selective switches (WSSs), multicast switches (MCSs), and arrays of amplifiers in 
the add and drop paths, as shown in Fig. 11(b). A 1 x (D + P) WSS can send any set of 
wavelengths at its input to any of its D + P output ports. Of each WSS’s output ports, (D-1) 
ports are routed to the mesh outputs of the degree-D node (typically D = 8), 1 port is reserved 
for future expansion, and P ports provide add/drop functionality (typically P = 12). For a total 
of P x T add/drop transponders to be supported at the node, each WSS add/drop port goes to 
either a D x T MCS or WSS pair (typically D x T = 8 x 16), allowing for P x T = 12 x 16 = 
192 CDC drop ports, equivalent to 25% add/drop traffic assuming 96-wavelength systems to 
be interconnected. Using the extension port, the add/drop ratio can be increased. Current 
WSSs consist of a free-space system that disperses the optical spectrum across a liquid-
crystal-on-silicon (LCoS) phased array panel [171], which steers different frequencies to 
different output ports while re-multiplexing them to different fibers. In the example of Fig. 
12(a), the WDM multiplex enters on the yellow fiber on the left and is dispersed at the 
diffraction grating, with each dispersed signal hitting a different segment of the spatial 
steering element. The orange-colored signal is then steered to that spot on the diffraction 
grating that diffracts that wavelength back into its destination output fiber. The LCoS has 
many more pixels than the number of channels, which allows for a flexible wavelength 
allocation [165,171]. An MCS is an DxT broadcast-and-select switch that is not wavelength 
selective; functionally, it switches any of its D input ports to any of its T output ports. It 
consists of a D-wide array of 1xT power splitters, the outputs of which are shuffled and 
connected to the inputs of an T-wide array of Dx1 selection switches, cf. Figure 12(b). While 
MCSs are working with coherent receivers that select the respective wavelength channel by 
tuning the local oscillator to the desired wavelength and apply steep filtering in the digital 
domain [177], they may be replaced by the DxT architecture of WSSs shown in Fig. 12(c), 
which improves power efficiency by eliminating the amplifier arrays shown in Fig. 12(b) 
[172,173]. 

An important aspect of the use of ROADMs in networks pertains to their management. 
This is typically done through generalized multi-protocol label switching (GMPLS), which 
has evolved with the capabilities of the switching hardware to provide advanced network 
services [178], including provisioning, restoration, automatic path calculation, and dynamic 
re-routing and re-optimization, using distributed processing for path computation, signaling, 
and routing, and making the network resilient to multiple failures while maintaining a single 
GMPLS/optical transparency domain. 

3. Future research directions 

3.1 Scaling disparities and the capacity crunch 

Network traffic growth has been examined from many different angles, and its continuing 
exponential nature has been amply verified (see, e.g., [1,157,179–181] and references cited 
therein). Typical numbers for long-term traffic growth are in the 60%/year (2 dB/year) range, 
although actual numbers vary widely between applications, operators, and geographies [157]. 
Complementing these and other existing traffic growth studies, Fig. 13 takes a different 
viewpoint, looking at the actually deployed optical transponder hardware, typically reported 
by analysts as global annual deployments across the entire industry. As the figure shows the 
cumulative sum of the reported annual capacity deployments, the first few (light-colored) data 
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points in each analyst’s record are not representative of actually installed capacities, since 
they do not include the installed base in the starting year of the respective record. Beyond 
those initial points, the figure shows a ~45% annual increase of the aggregate deployed 
optical transponder capacity over the past decade, consistent across 4 major analyst firms, 
both in the metro/long-haul part of the network and across all optical ports, including client 
and short-reach interfaces. The former reveals a total deployed metro/long-haul capacity of 
~100 Petabit/s, the latter of ~2 Exabit/s. Note that Cisco’s Virtual Network Index (VNI) only 
reports ~200 Terabit/s of traffic for 2017 (~100 ExaBytes/month), with a growth at a mere 
~24% per year [181]. The discrepancy arises because Cisco’s VNI only accounts for end-to-
end IP traffic, while the deployed WDM capacity captures all traffic types, accounts for over-
provisioning of operational WDM systems to accommodate peak-to-average traffic variations 
and diurnal fluctuations, and comprises the fact that an end-to-end transported information bit 
typically touches many WDM transponder ports on its way from source to destination. While 
the globally averaged WDM capacity growth of ~45% per year seems at a first glance 
incompatible with the much lower numbers of ~20-30% reported by major telecom operators 
[182,183], the fact that large webscale operators see traffic growth well in excess of 45% 
balances the equation. 

The continuing exponential global traffic growth of ~45% in contrast to interface rates and 
fiber capacities only scaling at ~20% per year (cf. Fig. 1) reveals an increasingly critical 
disparity, leading towards the “capacity crunch” anticipated about a decade ago [25,179]. 
This disparity in growth rates is fundamentally rooted in the inherent scaling differences 
between digital integrated electronics following Moore’s Law (driving the development of 
devices used to generate, process, and store information) and analog high-speed opto-
electronic technologies (driving the development of devices used to transport information), as 
discussed in detail in [1]. 

 

Fig. 13. Global network traffic growth estimated from deployed optical transponders. 
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Fig. 14. (a) Aggregate data center footprint in millions of square feet for four major Cloud 
providers as a function of time, showing a 37% annual growth rate; (b) growth rate of 
Broadcom Ethernet switch capacities and line rates as a function of time, showing 41% and a 
22% annual growth rates [192], along with the 71% annual traffic growth rate reported by 
Google [184]. 

As a second, alternative viewpoint for traffic growth, and complementing existing 
analyses, we look at the size of the Cloud infrastructure and its evolution. The Cloud is based 
heavily on centralized architectures using what is often described as a small number of web-
scale datacenters, that host data stores, services, and applications. These massive data centers, 
each costing hundreds of millions of dollars, offer performance and economic benefits 
through localized aggregation of resources and efficient management of power and heat. As 
applications shift to the Cloud, its data processing, storage, and transport requirements are 
growing rapidly. Growth in traffic of 70% per year has been reported by Google [184] (cf. 
Fig. 14), and YouTube uploads show similar growth rates [1]. Cloud providers have also 
commented that internal data flows are growing faster than external user data flows. 

In order to assess the “size of the Cloud,” we systematically analyzed the evolution of the 
physical floor plan (area) of datacenters, assuming that the growth in datacenter area 
corresponds to the growth rate in the number of servers and in overall power dissipation. This 
provides a quantitative representation of the increase in processing power (and hence in data 
traffic) beyond that provided by per-server technology scaling. While there are many Cloud 
companies, we selected Google (Alphabet), Facebook, Amazon (AWS) and Microsoft 
(Azure) for this study, on the basis that they have existed at sufficient scale and over 
sufficient time to give reasonable data sets. We restricted this analysis to data centers in the 
United States, as these represent some of the earliest Cloud deployments, and as it was 
practicable to determine the locations for these data centers. Since many Cloud services are 
being shifted from US servers to internationally deployed servers, it is likely that global 
growth rates are actually higher than the ones given in this study. Additionally, our study does 
not include the use of shared facility datacenters, which are common in Northern California 
and in Virginia. For each of the four Cloud companies, we first determined the locations of 
their US datacenters, based on publicly available information, including the companies’ 
websites [185–188], blog posts, news articles which often document impact on local 
communities, trade publications and other public information such a Greenpeace report [189] 
on carbon footprint, which itself uses information such as building permits. Once the 
locations of the data centers were determined, the size of the data center buildings was 
obtained from measurements on Google Maps satellite pictures, including information on 
multiple-floor buildings [190]. Historical satellite images available through Google Earth 
provided information on data center evolution. The aggregate data center area for the sum of 
the four Cloud providers is shown in Fig. 14(a) as a function of time, revealing growth rates 
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in the area of data centers of 37% per year. Together with server (30% per year) and switch 
technology (40%/year) scaling, we arrive at an overall traffic scaling of 70%, consistent with 
reported numbers. 

AWS has indicated [191] that their new datacenters are typically 80,000 servers with 32 
MW of power, which for a typical 120,000-sqft data center means approximately one server 
per 1.5 sqft and 400 W. Conservatively, we can assume that the data centers we considered 
are at or below 2 sqft per server meaning that we can estimate that these four Cloud providers 
have on the order of 10 million servers in the US, with 4 GW of total power consumption, and 
that both numbers are growing at 37% per year. 

Note from Fig. 14(b) that the capacity of packet switches has been scaling at ~40% per 
year [192], while the per-lane interface rate to these switches follows the same 20% scaling as 
that of optical interfaces shown in Fig. 1. Even though 100GbE and 400GbE standards exist, 
these all use parallel lanes (inverse multiplexing), owing to limitations in electrical and opto-
electronic interface speeds, a problem we already encountered in the context of long-haul 
coherent interface scaling and superchannels, Secs. 2.3.4 and 2.3.5. Over time, this increasing 
degree of parallelism is inducing a significant disparity that is driving CMOS switch chips to 
an I/O limited regime. 

3.2 Approaching Shannon per dimension 

As discussed in Sec. 2.3.6, WDM capacities are quickly approaching their fundamental 
Shannon limits, and ways to resolve the looming capacity crunch can only rely on the five 
physical properties (loosely referred to as the five physical “dimensions”) available for 
modulation and multiplexing of electromagnetic waves shown in Fig. 15: time, frequency, 
quadrature, polarization, and space. With these five dimensions at hand, the overall fiber 
channel capacity, i.e., the maximum capacity that can be reliably communicated over an 
equivalent additive white Gaussian noise channel, can be written as 

 ( )22 log 1 ,C M B SNR= × × × +  (2) 

where the logarithmic term captures the maximum possible SE of a single-polarization 
complex optical signal (in both in-phase and quadrature components). The preceding factor of 
2 accounts for polarization multiplexing, and the final capacity is obtained by multiplying the 
dual-polarization SE with the system bandwidth B  and the number of parallel spatial paths 
M . 

As is evident from Fig. 7, and as reflected in the long-term scaling slow-down clearly 
visible in Figs. 1 and 2, the gap to Shannon in terms of SE has become small, and efforts to 
increase the SNR through lower-noise optical amplification [193], lower-loss and lower-
nonlinearity fiber [194], and digital nonlinearity compensation [79,195,196] yield only 
logarithmic (and hence quickly diminishing) returns [1]. Fundamentally, technologies that 
aim at improving the SNR will in general only yield small capacity gains, on the order of a 
few ten percent. Big (linear) capacity gains can only be achieved using the “pre-log” factors B 
and M in Eq. (2). 

Access systems like digital subscriber line (DSL) modems that operate over twisted pairs 
of copper wires can increase capacity by reducing transmission distances (i.e., by bringing 
high-speed fiber closer and closer to the copper access points). Such a shortening in 
transmission reach is not an option for core networks, as these are expected to interconnect 
locations on a fixed-size globe. One option to scale core networks could be to use shorter 
regeneration spans, though, as visualized in Fig. 16 [197]. In order to reach the capacity-
distance combination located beyond the Shannon limit of a single fiber (in this case 20 
b/s/Hz over 1,500 km), one can use transponders operating at 20 b/s/Hz (using, e.g., PCS 
4096-QAM), with a transponder spacing of ~20 km, i.e., using ~75 transponders to close the 
link. One could also start with a system that achieves the highest possible SE at the target 
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distance of 1,500 km (10 b/s/Hz in this example), and use just two such systems in parallel. 
The difference in required transponders clearly favors a parallel approach. 

 

Fig. 15. Physical dimensions available for modulation and multiplexing in optical 
communications. (Figure after [198].) 

As polarization and time/frequency are already fully utilized in the results of Fig. 7, the 
only pre-log multiplexing options according to Eq. (2) and Fig. 15 are wider frequency bands 
( B ) and more spatial parallelism ( M ). We will therefore discuss these two scalability 
options in the light of currently ongoing research. 

 

Fig. 16. The benefit of parallelism over opto-electronic regeneration. (Figure after [197].) 

3.3 Scaling through ultra-wide-band systems 

Ideally, widening the system bandwidth linearly increases system capacity as a pre-log factor 
B, cf. Equation (2), provided that such a scaling is supported by the underlying system 
components. Figure 17 shows typical loss coefficients across the low-loss window of 
commercial optical fiber with (red) and without (blue) the characteristic hydroxyl group OH 
absorption peak around 1380 nm. A factor of ~12 in bandwidth could potentially be gained if 
operating deployed fiber from the O-band all the way to the L-band (~1260 nm – 1625 nm, 
i.e., 53.5 THz), as opposed to using the C-band only (~1530 nm – 1565 nm, i.e., 4.4 THz), as 
is done in the vast majority of today’s commercially deployed systems. However, it is very 
unlikely that this factor of 12 actually translates into a similar capacity gain due to several 
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fundamental and practical problems associated with ultra-broadband systems that make a 
factor of up to ~5 in capacity more realistic, as discussed in detail in [1]. 

Ultra-wideband systems comprise two separate, equally important design aspects: (i) 
optical fiber with low loss across a wide-band window, and (ii) optical subsystems such as 
optical amplifiers, lasers, and filters able to operate, seamlessly if possible, across the entire 
system bandwidth. These two aspects have different bearing on green-field situations (where 
new fiber is installed as part of a new system deployment) and in brown-field situations 
(where new systems are installed on an already existing fiber infrastructure). The former 
applies to many submarine and DCI situations, while the latter is typical for terrestrial long-
haul and metro networks. 

In brown-field situations, operators that do not have access to unused fiber strands have a 
strong incentive to exploit their available fiber resources across as wide a system bandwidth 
as possible, as both leasing and deploying new fiber is an expensive proposition. New fiber 
deployments are dominated not by the costs of the fiber but by installation labor, and prices 
vary widely, depending on the deployment scenario, with ~$20,000 per km assuming 
available duct space being a realistic assumption; deploying a 1,000-km fiber (~$20M) 
therefore costs more than the WDM system operating over it. If new cables are being 
deployed, which is indeed constantly the case, cf. Fig. 5, care must be taken that the new fiber 
is compatible with already existing fiber, as signals must in general be able to traverse a 
mixture of old and new fiber types. This leads to the requirement of a “smooth upgrade path” 
whenever different fiber types are considered to become part of an already existing network 
[198]. The deployment of radically new fiber then becomes problematic from an overall 
network operations point of view. An example is photonic crystal hollow-core fiber, which 
could in principle be designed to operate across a ~37-THz bandwidth in the 2-μm 
wavelength range, outside the standard 1.55-μm telecom window (cf. dashed green 
potentially achievable loss prediction shown in Fig. 17 [199,200]). Note that the wavelength 
scaling of the x-axis of Fig. 17 can be deceiving; the dashed green fiber opens up less 
bandwidth than the wavelength region from the O-band to the L-band in standard telecom 
fiber. Potentially wider-band and even lower-loss nested antiresonant nodeless hollow-core 
fibers that would also include the traditional telecom bands have also been studied, with a 
potentially achievable loss profile shown by the orange curve in Fig. 17 [200]. Note, though, 
that even if achievable in practice, a lower fiber loss does not resolve the capacity scalability 
problem owing to the logarithmic dependence of the capacity on the SNR, cf. Equation (2): 
As noted in [1], in order to merely double the capacity of a system with a SE of 4 b/s/Hz per 
polarization, the dB-loss coefficient of a fiber would have to be reduced by a factor of 64, 
much below the most optimistic predictions made for hollow-core fiber [200]. 

 

Fig. 17. Commercially achievable low-loss window of conventional single-mode fiber in the 
wavelength range from 1260 to 1625 nm (O-band to L-band) using legacy fiber with (red) and 
without the hydroxyl absorption peak (blue). The dashed green and orange curves are redrawn 
from [200] and represent model predictions for low-loss photonic crystal hollow-core fiber 
(green) and nested antiresonant nodeless hollow-core fiber (orange). Note that the wavelength 
scaling (x-axis) does not represent the frequency bandwidth (double arrows). 

Regarding the second aspect of ultra-wide-band systems, the availability of optical 
subsystems across the entire system bandwidth, it is important to consider the relative 
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bandwidth relB  of the targeted solution, defined as the absolute system bandwidth B  divided 

by the system’s center frequency cf , 

 .rel
c

B
B

f
=  (3) 

In most fields of engineering, including microwave and optical, the complexity of 
components and subsystems grows with their relative bandwidth. The C-band (corresponding 
to the gain bandwidth of EDFAs) has a relative bandwidth of 2.3%; a recent 100-nm wide 
demonstration of semiconductor optical amplifiers for coherent transmission [15] spanned 13 
THz of bandwidth (as indicated by the blue shaded region in Fig. 17), corresponding to a 
relative bandwidth of 6.6%; the frequency region from O-band to L-band occupies a relative 
bandwidth of 25%, as does the 2-μm region indicated in Fig. 17; octave-spanning components 
have a relative bandwidth of 67%, which is roughly the relative bandwidth of the nested 
antiresonant nodeless hollow-core fiber indicated by the dashed orange curve in Fig. 17 [200]. 
Building amplifiers, tunable lasers, or tunable filters that individually span such large relative 
bandwidths is complicated, which forces a banded approach for the subsystems needed to 
construct an ultra-broadband system, as indicated in the inset to Fig. 17. Involving different 
component technologies across their sub-bands, banded systems typically have a higher cost-
per-bit than single-band (e.g., C-band) systems, which can only be justified if such systems 
postpone the deployment of new fiber. It becomes clear from these considerations that an 
expansion in wavelength has only a limited number of practically attractive use cases, and 
that “wavelength parallelism” is not true parallelism in the sense that a truly parallel system 
should deploy the exact same system components in parallel, which is key to bringing down 
cost through both volume and integration. Therefore, scaling in the frequency domain cannot 
solve the long-term capacity scaling problem, which requires cost-effective capacity scaling 
factors of 100 or even 1000. 

3.4 Scaling through parallel spatial paths 

As evident from Fig. 15 and from the preceding discussions on the limitations of bandwidth 
scaling, parallelism in space is the only option to significantly scale system capacities by 
appreciable factors in the long run. Space-division multiplexing (SDM) denotes the use of 
parallel spatial paths, to complement wavelength scalability (WDM) using the WDM x SDM 
matrix shown in Fig. 18 [1]. 

Table 2. Possible system evolutions over the next 10 and 20 years. 

 2017 2027 2037 
Symbol rate [GBaud] 50 120 300 
Bit rate [Gb/s] 200 – 400 600 – 1,600 2,000 – 6,000 
System bandwidth [THz] 5 5 – 12 5 – 20 
Capacity per spatial path [Tb/s] 20 – 40 25 – 160 32 – 400 
Unit cells per spatial path 100 40 – 100 16 – 66 
Target system capacity [Pb/s] 0.02 – 0.04 1 – 2 50 – 100 
Required number of spatial paths 1 6 – 80 125 – 3125 

Each row of the WDM x SDM matrix represents wavelength multiplexing within one 
spatial path, and each column represents multiple parallel spatial paths at the same carrier 
frequency. Each unit square (“unit cell”) represents an optical signal modulated onto a single 
optical carrier using a single optical modulator and detected using a single optical receiver. 
Assuming that opto-electronic modulation and detection hardware continues to scale along its 
long-term trajectory, Fig. 1 predicts commercial (CMOS ASIC integrated) symbol rates of 
120 GBaud by 2027 and 300 GBaud by 2037, which implies a bandwidth per unit cell on the 
order of 120 and 300 GHz using digital electronic pulse shaping. According to Fig. 7, and 
depending on the target transmission distance, this corresponds to a bit rate per unit cell of 
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fibers, such as multi-core fiber (MCF) [202,203] and few-mode fiber (FMF) [204–206], cf. 
Figure 19. While SDM research has been centered around the use of new fiber (FMF, MCF) 
over the past years, it is important to understand that SDM systems do not mandate the use of 
such new fiber, a frequent misconception among carriers who understandably dislike the idea 
of abandoning their vast installed fiber base. In fact, we speak of SDM whenever the WDM x 
SDM matrix is leveraged through a holistic WDM x SDM system design, involving 
architectural and/or integration aspects to reduce the cost and energy consumption per bit 
compared to simply deploying parallel stand-alone WDM systems. 

While both spectral and spatial superchannels benefit from array integration, the two 
approaches have some fundamental differences: Spectral superchannels offer the benefit of 
closer subcarrier spacings in optically routed networks as well as the possibility to digitally 
compensate for nonlinear crosstalk among its subcarriers, albeit at only small system 
performance gains [196]. Generating spectral superchannels with a significant number of 
subcarriers requires managing multiple source wavelengths, either by integrating multiple 
lasers or by demultiplexing an externally supplied comb (with sufficient power per comb line) 
and subsequently remultiplexing the modulated signals onto a common fiber within the 
spectral superchannel transponder, which becomes particularly problematic when the 
superchannel’s spectral tunability is to be maintained, as it either requires a WSS per 
transponder or a lossy passive combiner, cf. Figures 20(a) and 20(b). In addition, the 
wavelength variability of the integrated components and the need for gain-flattened 
amplification within a superchannel transponder can pose practical problems. From a 
networking and network evolution point of view, though, spectral superchannels have 
distinctly preferable features, as discussed in Sec. 3.5. On the other hand, spatial 
superchannels by definition operate on a single laser carrier, which makes integrated designs 
easier, cf. Figures 20(c) and 20(d). For example, only a single laser is needed per 
superchannel transponder, all integrated components operate at the same wavelength, and 
gain-flattening of amplifiers within the superchannel transponder is not required; a single 
source wavelength can be passively split and used across all modulators and across all 
receivers as LO within the superchannel, with lower laser power requirements compared to a 
spectral superchannel [157]. Spatial superchannels can also more readily leverage DSP 
algorithms among their unit cells [207]. Importantly, linear crosstalk arising from the dense 
integration of spatial paths can be digitally compensated in a spatial superchannel architecture 
through multiple-input-multiple-output (MIMO) DSP [208–210]. 
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Fig. 20. Architectures for spectral (a, b) and spatial (c, d) superchannel transponders with 
individual lasers (a, c) and a common optical power supply (b, d). 

Significant research has been performed on SDM transmission over the past decade, as 
shown by the multitude of SDM-specific fibers that have been produced and the explosion of 
papers published in this field (cf. Fig. 21), many important of which have been reported in 
Optics Express, including an early Special Issue in 2011 with key original contributions 
[211]. Since then, SDM research has encompassed widely varying transmission media, 
including uncoupled-core MCF, coupled-core MCF, MMF, and FMF, examining both linear 
and nonlinear propagation effects [203,212–217]. In the context of these studies, coupled 
MCF was shown to exhibit slightly better nonlinear propagation performance compared to 
single-core fiber with identical core properties [218,219]. A major benefit of the uncoupled-
core-fiber approach is that it does not rely on DSP to recover the data streams from the 
individual cores and so could be implemented with conventional transceivers. However, the 
complexity and cost of manufacturing such fiber may not be competitive with conventional or 
reduced-cladding bundles of single-mode fiber [220]. All other approaches require custom 
MIMO-DSP ASICs to unravel the mixing that occurs among cores or modes. Thus the 
number of spatial paths through such fibers will be limited both by the complexity and the 
interface rate of such ASICs. While the former seems manageable [221], the latter requires 
massive array integration and close coupling between the opto-electronic arrays and the 
CMOS DSP. A compromise is given by hybrid solutions, with few-moded, nominally 
uncoupled fiber cores [222,223]. Thus far, almost all research SDM experiments used off-line 
processing with one notable exception [224]. The latest tour-de-force SDM system 
experiment transmitted 10 Petabits/s over a 6-mode, 19-core fiber using both C + L bands. 
The experiment comprised 84,246 SDM/WDM channels [16]. 
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Fig. 21. Cumulative number of papers published on SDM in top journals and conferences, and 
various examples of SDM-specific fiber cross-sections and mode profiles. (Figure after [27].) 

Regardless of which of the above SDM techniques or superchannel architecture will 
eventually be chosen for commercialization, array integration of optical components will be 
essential. For example, in order to construct a 10-Tb/s superchannel, ten 1-Tb/s unit cells 
must be integrated. If 1-Tb/s unit cells cannot be achieved in highly integrated array form, 
one has to transition to a correspondingly larger number of lower-rate unit cells, e.g., 100 x 
100 Gb/s instead of 10 x 1 Tb/s, as the product of array size and per-component rate must 
equal the desired aggregate superchannel rate. As shown in Fig. 22, and as further discussed 
in [1], there are three pieces to the integration puzzle: (i) Opto-electronic array integration, (ii) 
optics-electronics integration, i.e., close integration (hybrid or monolithic) of the opto-
electronic array and the CMOS DSP ASIC, and (iii) holistic DSP integration, i.e., co-
designing the DSP to compensate for performance shortcomings due to the high integration 
density. An example of the latter is the possibility to digitally compensate for crosstalk in 
densely integrated modulator arrays [210]. The result will be a fiber-in/fiber-out (FIFO) 
coherent processing engine that interfaces to both client side and line side optically, as 
depicted in Fig. 22 [1]. Very similar FIFO architectures are expected to enter switch chips as 
well, owing to the disparity between switch scaling and interface scaling discussed along with 
Fig. 14. 
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Fig. 22. Array integration, optics-electronics co-integration, and holistic DSP-opto-electronic 
co-design will be needed for any superchannel transponder to realize fiber-in/fiber-out (FIFO) 
engines [1]. 

3.5 Networking aspects of spectral and spatial superchannels 

In addition to the technology and array integration aspects discussed above, the choice of 
spectral versus spatial superchannels has a significant impact on optical networking. 

From a routing point of view, it is important to note that the two dimensions making up 
the WDM x SDM matrix are conceptually not equivalent: A connection cannot independently 
choose any available wavelength on a link but must use the same wavelength end-to-end 
(unless wavelength conversion is performed, which is a costly undertaking, cf. Sec. 2.3.7). In 
contrast, any available spatial path may be chosen independently on each link, at least in the 
absence of spatial crosstalk. (If crosstalk couples XTM M≤  spatial paths together, routing is 

restricted to always occur in crosstalk groups of XTM  paths. As a simple example, consider a 

PDM system on a single-mode fiber, where 2XTM M= = , implying that both polarizations 

must be routed together as a group within a network.) Fig. 23 visualizes this situation: If a 
fraction 1γ ≤  of the aggregate link capacity in the desired egress direction of a ROADM 

node is utilized by other traffic, the probability that the particular wavelength range used by a 
spectral superchannel is already occupied on any one of the M parallel egress links is γ . 

Hence, the probability that this wavelength range is already occupied on all M parallel egress 
paths is Mγ , which is the blocking probability for the spectral superchannel. In contrast, a 

spatial superchannel occupying SCM M≤  spatial paths at a given wavelength will encounter 

blocking at a probability / SCM M Mγ γ≥ , as the number of available egress options is now 

restricted to the integer part of / SCM M . A lower blocking probability not only means more 

capacity but also simplifies provisioning algorithms for the spectral superchannel. 
In terms of its internal architecture, a ROADM requires the node to first perform a 

wavelength separation of the ingress signal before switching. As architecturally explained 
along with Fig. 12(a), wavelengths are first transformed to W individual spatial channels 
inside a WSS by means of a diffractive element and are then spatially switched before being 
diffracted back into a common egress fiber. Importantly, the number of wavelength-
equivalent spatial paths W is dictated by the spectral resolution (“steepness”) of the 
ROADM’s optical filtering function, commonly defined using a 0.5-dB to 6-dB roll-off; the 
value of 6 dB is chosen because the filter characteristics of adjacent channels typically cross 
at their 6-dB points. With today’s typical values of 40-GHz 0.5-dB passbands on a 50-GHz 
grid, implying a 5-GHz spectral resolution, a ROADM supporting a 5-THz system bandwidth 
(C-band) thus needs W~1000 wavelength-equivalent spatial paths. This number depends only 
on the ratio of system bandwidth to spectral resolution and not on the width of the (super) 
channels to be switched. Extending this architecture to the WDM x SDM case, a WSS would 
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have to support W x M wavelength-equivalent spatial paths, which quickly grows to a large 
number: Using current ROADM architectures and a degree-8 node as an example, one fiber 
per degree today requires eight 1x20 WSSs to provide full CDC functionality. For the future 
scenarios of Tab. 2, scaling to 22 x 8 spatial paths (by 2027) requires 176 1x440 WSSs, and 
scaling to 625 x 8 spatial paths (by 2037) requires 5000 1x125000 WSSs! Approaches to 
mask the complexity of such large numbers of spatial channels from the switching function, 
such as joint switching, have been proposed [225], but significant challenges remain in terms 
of degraded spectral resolution and increased crosstalk into undesired ROADM ports, which 
impact system performance and total system capacity. Additional spatial paths inside the 
switch also increase its physical size, even for multi-mode switching where in many cases it is 
necessary to transform the modal structure of the input signals to single-mode beams prior to 
switching [225]. 

 

Fig. 23. Comparison of the blocking probability of spectral (top) versus spatial (bottom) supper 
channels. The presence of multiple equivalent paths in the spectral super channel system 
results in much lower blocking probabilities. 

                                                                                               Vol. 26, No. 18 | 3 Sep 2018 | OPTICS EXPRESS 24234 



 

Fig. 24. (a) Required WSS spectral resolution for a constant spectral utilization of 75% as a 
function of the number of spectral superchannels within the system bandwidth. Example 
spectra are given for K = 2, 25 and 100 superchannels. (b) Spectral utilization as a function of 
the number of spectral superchannels with int system bandwidth for a constant WSS spectral 
resolution of 6 GHz. Example spectra are given for K = 2, 25, 50 and 100. 

While spatial superchannels require high-resolution switching with the spectral resolution 
of a single unit slice, spectral superchannels can reduce the spectral resolution of the 
underlying system components through wider absolute guard bands at the same relative guard 
bandwidth. (In order to detect individual subcarriers within a superchannel, digital coherent 
detection can be used [177], but true subcarrier add/drop requires either steep optical filtering 
[226] or interferometric opto-electronic processing [227,228].) The implications of reducing 
the number of superchannels K across a given system bandwidth are visualized in Fig. 24 
with spectral resolution and spectral utilization as parameters, the latter defined as the 
available spectrum within a 0.5-dB filter transmission bandwidth divided by the total system 
bandwidth. Figure 24(a) shows that the required spectral resolution at a constant spectral 
utilization scales inversely with (K-1). As a consequence, W is reduced and the switch 
architecture is simplified. Alternatively, as illustrated in Fig. 24(b), if the spectral resolution 
of the ROADM’s filtering components is kept constant, higher spectral utilization is obtained 
for a reduced number of superchannels. 

In the limit where a spectral superchannel occupies the entire system bandwidth (K = 1), 
no spectral switching is required (W = 1) and the node-internal number of spatial paths 
reduces to just (D + P)2M. Once spectral superchannel systems evolve to this limit of pure 
fiber switching, several additional advantages can be expected on a system level: (i) switches 
do not need to be able to split wavelengths at all (except for subcarrier add/drop functions 
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performed at the edge of the network), leading to lower-loss and broader-band operation (e.g., 
photonic cross-connects (PXCs) can cover 1270 nm – 1650 nm of bandwidth today); (ii) the 
SE of superchannels can then be increased to its maximum potential, as filtering guard bands 
are no longer required; (iii) fiber cuts affect entire amplifiers as opposed to fractions of an 
amplifier’s bandwidth, making amplifier transients due to fiber cuts no longer an issue; (iv) 
the characteristics of a path are largely fixed once that path is configured, making the 
physical-layer performance independent of optical path re-configuration and consequently 
allowing for operation at a reduced (almost zero) margin as well as easier system automation. 

To gain an understanding of the scale and devices required for a future ROADM, we 
consider the case of spectral superchannels in the year 2037 according to Tab. 2, assuming 
625 fibers per nodal direction, and interfaces filling the entire system bandwidth (i.e., pure 
fiber switching). The switching architecture would then be entirely based on PXCs, 
potentially with flexible wavelength multiplexing on the add/drop side, should optical 
subcarrier grooming be required, cf. Fig. 25. The switching architecture for the enormous 
space switch lends itself to a strictly non-blocking Clos network [229], where the first and 
third stages are switches associated with one of the ROADM directions, and the mid-stage 
contains multiple parallel cross-connects. (While there are other possible switch architectures, 
the Clos architecture has the benefit of keeping the number of spatial paths (i.e., fibers) 
between stages at twice the number of input fibers.) A degree-8 node in the year 2037 with 
25% add/drop functionality will therefore need 6250 fibers. Implementing this directly in the 
Clos of Fig. 25 with M = 625, D = 8 and P = 2, leads to 625x1250 and 10x10 cross-connects 
for edge and center stage, respectively. While these are practical devices, it is worth noting 
that the Clos network allows for an internal resizing; for example, we can maintain 625 fibers 
per direction but increase the logical degree (D + P) by a factor of 5 (i.e., we partition the 
number of fibers per degree into 5 groups), so the effective M becomes 125, and the effective 
D and P become 40 and 10, respectively. This leads to 125x250 and 50x50 cross-connects for 
edge and center stages, which are moderate-sized cross-connects that are available even 
today. 
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Fig. 25. Possible future spatial switching node showing amplifier and dynamic gain 
equalization (DGE) on a per-spatial-link basis and a spatial photonic cross-connect (PXC) 
composed of a Clos network with the first and third stages associated with nodal degrees and 
central stages providing degree connectivity. Add/drop functionality uses extra spatial degrees 
and may retain wavelength switching to provide flexible subcarrier multiplexing. 

3.6 Networking automation and control 

In addition to the hardware aspects discussed above, we expect to see increasing levels of 
network automation, ultimately allowing “plug-and-play” capabilities devoid of any human 
intervention. In the physical layer, this will result in “zero touch” by humans, but also through 
artificial intelligence and machine learning will lead to “zero thought” network deployments 
and operations: The network, whose components will be automatically added by robots as 
needed, will autonomously provide the bandwidth-managed connections required for any 
service, without any human intervention or planning. (Importantly, none of this will result in 
increased network capacity but will help to reduce the cost of operating the network.) 

In the context of full “zero-touch” network automation, it is important to realize that an 
autonomous network contains three essential functional ingredients: (i) sensors, (ii) actuators, 
and (iii) control agents. All three must act together to enable the desired functionalities. In the 
context of modern coherent networks, sensors can leverage the embedded functionality of 
coherent optical transponders, whose adaptive algorithms automatically learn the physical 
parameters of the network they operate on [230,231], or stand-alone sensing elements may be 
deployed [232]. From an optical physical-layer perspective, actuators are flexible line cards 
(adapting their rate-reach trade-off to accommodate varying transmission parameters) [8] as 
well as optical switches supporting such dynamism. Finally, in order to establish a “network 
brain”, universal abstractions with open interfaces are needed to allow SDN that brings 
together network elements across the networking stack and across diverse functionalities 
[233]. 
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In parallel with network automation, we currently find a multitude of efforts to provide a 
disaggregation of network functions, which allows resource pools to be flexibly allocated to 
dynamically changing network requirements, even though disaggregation is often associated 
with a move to generic lower cost hardware (“white-boxes”) with an abstracted SDN control 
plane. Latest developments are summarized, e.g., in a recent Special Issue of the Journal of 
Lightwave Technology [234]. We note in this context that problems associated with 
disaggregation are far from being resolved. For example, maintaining proper network 
functionality and service reliability becomes more difficult when disaggregating analog 
systems (such as WDM systems and optical networks) as opposed to digital systems (such as 
IP routers and networks). These difficulties become even more pronounced when considering 
networking beyond trusted domains, a function that is performed in IP networks by the border 
gateway protocol (BGP), and whose extension to the physical layer remains an open problem. 
Hand-off of analog signals such as coherent optical channels to another SDN domain could 
degrade the performance of the channels transported within that domain and would be beyond 
the direct control of that domain. Here again, a move towards full-band spectral 
superchannels would be beneficial as purely spatial channels remain physically confined and 
can be more easily managed. Nonetheless we expect many inter-domain boundaries to 
continue to be implemented via optical-electrical-optical regeneration gateways as 
demarcation points. There will also likely be a need at some domain boundaries for 
sophisticated processing elements in the data plane working at line speed, which can classify 
and filter ingress traffic, a functionality currently embedded in IP routers and BGPs. 

While we have primarily considered traffic growth in terms of capacity, changes in the 
nature of traffic are also likely to happen. As expectations towards networks transition from a 
best-effort thinking to a mission-critical high-reliability paradigm, we expect a growing 
importance of network robustness and of guarantees of data plane properties such as latency 
and jitter. The importance of such metrics may lead to a re-introduction of circuit-switching 
models with much stricter latency guarantees than packet-based networks. 

Resolving these and similar aspects of network flexibility and autonomy in holistic, cross-
layer way on the path towards a “zero-thought” network will be a topic of future research. 

4. Conclusion 

On the occasion of the 20th anniversary of Optics Express, we reviewed the evolution of fiber-
optic communication systems over the previous 20 years and extrapolated their potential 
evolution over the coming 20 years. Well aware that our long-reaching views will be 
associated with significant uncertainties, we showed that network scalability over the next 20 
years is in principle supported, both in terms of transport and optical switching, by the 
massive exploitation and integration of parallel spatial paths in the form of WDM x SDM 
matrix of unit cells as the only scalable solution. We analyzed both spatial and spectral 
superchannels and showed that spatial superchannels provide significant array integration 
benefits, including the digital compensation of spatial crosstalk. Spatial superchannels lend 
themselves more to point-to-point systems with dedicated fiber installations, such as DCI and 
submarine systems. Spectral superchannels, on the other hand, seem more beneficial for 
terrestrial mesh networking, which needs to exploit the diverse range of already installed fiber 
infrastructure as much as possible. In addition, the evolution of ROADM nodes in terrestrial 
mesh networks benefits from spectral superchannels, which will seamlessly merge into full-
fiber spectral channels in a purely space-switched core, with the additional benefit of easier 
management and automation than today’s wavelength multiplexed channels. Both 
superchannel types will be enabled by fiber-in-fiber-out coherent optical engines that will 
holistically co-integrate opto-electronic modulation and detection arrays for client and line 
traffic with CMOS DSP. 
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